Disentangling Interacting Symmetry-Protected Phases of Fermions in Two Dimensions
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We construct fixed point lattice models for group supercohomology symmetry-protected topological phases of fermions \( (2 + 1) \)D. A key feature of our approach is to construct finite depth circuits of local unitaries that explicitly build the ground states from a tensor product state. We then recover the classification of fermionic symmetry-protected topological phases, including the group structure under stacking, from the algebraic composition rules of these circuits. Furthermore, we show that the circuits are symmetric, implying that the group supercohomology phases can be many-body localized. Our strategy involves first building an auxiliary bosonic model, and then fermionizing it using the duality of Chen, Kapustin, and Radicevic. One benefit of this approach is that it clearly disentangles the role of the algebraic group supercohomology data, which are used to build the auxiliary bosonic model, from that of the spin structure, which is combinatorially encoded in the lattice and enters only in the fermionization step. In particular this allows us to study our models on 2D spatial manifolds of any topology, and to define a lattice-level procedure for ungauging fermion parity.
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I. INTRODUCTION

A major goal in understanding symmetry-protected topological (SPT) phases is their classification, i.e., the identification and enumeration of the possible phases. Essential to a classification scheme is the construction of microscopic models for each phase, as well as the identification of quantized many-body invariants which discriminate between the different phases. For bosonic SPT phases in \( (2 + 1)D \) with unitary on-site symmetries, the classification is well understood in terms of the framework of group cohomology theory. The algebraic data of group cohomology are used both in the construction of exactly solvable lattice models [1] and in the identification of quantized invariants, where group cohomology classes appear in the universal statistics of the symmetry flux excitations [2].

In contrast, despite much recent progress [3–9], the classification of fermionic SPT phases is not as well understood. A mathematical structure analogous to group cohomology—termed group supercohomology—was introduced in the pioneering work of Ref. [5] to describe a subset of fermionic SPT phases. However, group supercohomology has yet to be as directly connected to explicit lattice Hamiltonians or to universal quantized observables. While certain lattice fermionic Hamiltonians were, in fact, written down in terms of group supercohomology data in Ref. [5], these intricate constructions rely on seemingly arbitrary choices and cannot straightforwardly be put on spatial manifolds of general topology. In a space-time path integral formalism, these arbitrary choices have since been interpreted as choices of spin structure [4]—now understood to be a crucial ingredient in constructing fixed point fermionic SPT models. Progress has been made in incorporating spin structures directly in a Hamiltonian formalism [10–12], in particular in Ref. [9], where ground state wave functions incorporating spin structure were defined implicitly in terms of constraints that involve different lattice structures related by local deformations. However, there is still no general prescription for turning group supercohomology data and a choice of spin structure into a fermionic Hamiltonian on a fixed lattice in a general spatial geometry.

Group supercohomology classes have also not yet been directly connected to quantized many-body invariants of gapped, lattice Hamiltonians. It has been shown [13] that the supercohomology data can be interpreted as quantized topological terms in the effective space-time action for a combination of the global symmetry and fermion parity gauge fields. That being the case, these space-time observables should in principle be encoded in the joint braiding statistics of symmetry and fermion parity fluxes, but such statistics have only been studied in the continuum [7,14]. For bosonic SPT phases, the underlying group cohomology data can be extracted using a well-defined lattice minimal coupling gauging procedure that maps the SPT system to a
system with topological order. An analogous lattice Hamiltonian procedure has so far been missing on the fermionic side—making it difficult to argue that group supercohomology classes are quantized invariants of lattice fermionic SPT Hamiltonians.

In this paper, we solve both of these problems in the case of $2 + 1$ dimensions and finite unitary on-site symmetry $G \times \mathbb{Z}_2^f$, where $\mathbb{Z}_2^f$ is fermion parity. Specifically, we accomplish the following.

1. We construct a representative fermionic lattice SPT Hamiltonian for every choice of group supercohomology data, 2D oriented spatial manifold $M$, and spin structure on $M$. Moreover, we write down an explicit finite depth quantum circuit of local unitaries that constructs its ground state from a trivial product state.

2. Using these finite depth circuits, we recover the group structure of our SPT phases under stacking. We also find that two different sets of group supercohomology data can lead to circuits that differ only by a product of symmetric local unitaries, and hence define the same phase. This leads to a natural equivalence relation on group supercohomology data, which matches that of previous works. Conversely, we prove that for inequivalent group supercohomology data, the corresponding Hamiltonians are in distinct phases.

3. A choice of group supercohomology data is encoded in a pair $(n, \nu)$, where $n$ and $\nu$ are certain $\mathbb{Z}_2$ and $U(1)$-valued functions of $G$ variables, respectively (defined precisely in Sec. II A below). Given the data $(n, \nu)$, the construction of our fermionic lattice SPT Hamiltonian, inspired by the work of Ref. [3], proceeds in three steps (Fig. 1).

(i) We use $n$ and $\nu$ to construct an auxiliary bosonic SPT Hamiltonian with enlarged symmetry group $\tilde{G}$, where $\tilde{G}$ is the extension of $G$ by $\mathbb{Z}_2$ determined by $n$. $\tilde{G}$ contains $\mathbb{Z}_2$ as a subgroup and $G$ as a quotient: $G = \tilde{G}/\mathbb{Z}_2$, so the auxiliary bosonic SPT model has a global $\mathbb{Z}_2$ symmetry but is not in general $G$ symmetric. Being a group cohomology bosonic SPT, it can be put on any spatial manifold $M$ with a triangulation and branching structure [1].

(ii) We gauge the $\mathbb{Z}_2 \subset \tilde{G}$ by minimally coupling the auxiliary bosonic SPT to a $\mathbb{Z}_2$ lattice gauge field and imposing a Gauss law constraint. By choosing an appropriate basis of gauge-invariant operators, this gauge theory can be interpreted as an unconstrained bosonic model—which we refer to as the “shadow” model following Ref. [3]—with global symmetry $G = \tilde{G}/\mathbb{Z}_2$ and toric code topological order. Specifically, the shadow model has generalized $G$-spin vertex degrees of freedom (d.o.f.), which transform under the $G$ symmetry in the standard way, and spin-1/2 link d.o.f., which encode a toric code topological order.

(iii) Finally, we obtain our fermionic SPT by applying the fermionization duality of Ref. [15] (reviewed below) to trade the bosonic spin-1/2 link d.o.f. in the shadow model for spinless complex fermions located on the triangular faces. The underlying idea behind this fermionization is to represent the fermion as the bound state of a toric code charge and flux excitation [16,17]. The fermionization procedure is not unique, however, as it requires a choice of spin structure. Spin structure enters our construction only here, encoded combinatorially in a certain subset of links $\mathcal{E}$. This step can be thought of as effectively “ungauging” fermion parity symmetry [18], resulting in a model defined in a fermionic Fock space.

This three-step construction highlights one important advantage of our approach: it clearly disentangles the roles of group supercohomology data and spin structure in fermionic SPT models. One needs just the group supercohomology data to construct the bosonic shadow model [steps (i) and (ii)], whereas the spin structure enters only in the fermionization duality that maps this shadow model to the desired fermionic SPT [step (iii)].

A key part of our approach is the construction of finite depth quantum circuits of local unitaries [19,20], which build the fermionic SPT ground states from a trivial product state. Access to these finite depth circuits has several benefits. First, they give us explicit representations of the corresponding ground states in terms of $G$ domain models decorated with fermions (as opposed to ground state wave functions that are only defined implicitly via constraints). Second, we show that composing these circuits is equivalent to stacking the corresponding fermionic SPT phases, allowing us to extract the stacking group law for supercohomology data just by multiplying circuits. Third, we show that equivalent group supercohomology data give rise to circuits that differ by a product of symmetric local unitaries, and hence correspond to the same phase. Conversely, by bosonizing our models and using well-established classification results for bosonic symmetry-enriched toric code phases [10,21,22], we show that inequivalent group supercohomology data always lead to inequivalent phases.

An intriguing feature of the finite depth circuit that builds our supercohomology fermionic SPT ground state is that, as a unitary operator, it is $G$ symmetric. This is despite the fact that, when the SPT phase in question is nontrivial, the local unitaries that make it up cannot all be individually $G$ symmetric. This is a property that the supercohomology models share with bosonic group cohomology models, but not with the so-called “beyond group cohomology” models (see, e.g., Appendix C of Ref. [23]). One consequence of this property is that the supercohomology phases can be many-body localized [24–30]. This is done by disordering the couplings in a trivial commuting projector parent
Hamiltonian for the trivial product state and then conjugating by the circuit.

The rest of this paper is structured as follows. In Sec. II, we focus on the construction of the bosonic shadow model described in steps (i) and (ii) above. In Sec. III, we review the bosonization duality of Ref. [15] and complete step (iii) of our construction. In Sec. IV, we study the group structure of fermionic SPT phases using the finite depth circuits that build their ground states. In particular, we derive a notion of equivalence of group supercohomology data (in agreement with Refs. [3,7,9]) such that equivalent data give rise to models in the same phase and inequivalent data necessarily yield inequivalent phases. We conclude in Sec. V with some comments about many-body localizability for our models, possible future extensions of our work, and comparisons with other work. Throughout the paper we illustrate our results for the simple case of \( G = \mathbb{Z}_2 \) (i.e., total symmetry \( \mathbb{Z}_2 \times \mathbb{Z}_2 \)). In Appendixes A–F, we provide detailed derivations of the results in the main text.

II. BOSONIC SHADOW MODEL FROM GROUP SUPERCOHOMOLOGY DATA

In this section, we show how to use group supercohomology data associated to a finite group \( G \) to construct a purely bosonic Hamiltonian lattice model, which, in agreement with Ref. [3], we refer to as the shadow model. The model is defined on a triangulation of a 2D manifold—i.e., a planar graph consisting of vertices \( p \) and links \( h_{pq} \), all of whose faces are triangular (Fig. 2). Recall that a branching structure is an assignment of an orientation to each link with the property that there are no cycles around any triangle. The notation \( h_{pq} \) always denotes a link oriented from \( p \) to \( q \). The Hilbert space will consist of generalized \( G \)-spin d.o.f. \( |g_p\rangle \) at vertices \( p \) and spin-1/2 d.o.f. on links \( \langle pq\rangle \), with Pauli algebra generated by \( \hat{X}_{pq}, \hat{Z}_{pq} \) (see Fig. 3).

Before delving into the construction of the shadow model Hamiltonian, let us first provide some intuition for why a bosonic model built on such a Hilbert space can encode the physics of a fermionic SPT. This intuition is based on interpreting the spin-1/2 link d.o.f. as the Hilbert space of the usual commuting projector toric code Hamiltonian:

\[
\hat{H}_{TC} = -\sum_p \prod_{(s)t \ni p} \hat{X}_{st} - \sum_{\langle pq \rangle} \hat{Z}_{pq} \hat{Z}_{qr} \hat{Z}_{pr},
\]

where the product in the first sum above is over all oriented links \( \langle st \rangle \) that contain the vertex \( p \) (i.e., either \( s = p \) or \( t = p \)). A basis for this toric code Hilbert space can be obtained by specifying, for each basis state, the locations of all the vertex \( (e) \) and triangular plaquette \( (m) \) excitations, which are violations of the first and second terms in Eq. (1), respectively. The key idea is that the bound state of an \( e \) and an \( m \) excitation is a fermion, so a fermionic Hilbert space can effectively be constructed by restricting to the subspace where all of the \( e \) excitations have been bound up with \( m \) excitations into fermions.

Because the \( e \) excitations live on vertices and the \( m \) excitations live on plaquettes, there is some arbitrariness in defining their fermionic bound state. This arbitrariness can be resolved by using the branching structure. Following
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The condition that all the excitations into fermions in this way can then be stated as follows. At each vertex with links. This gives the total Hilbert space: $$\text{eigenspace of each operator,} \hat{g}_p \equiv \hat{g}_{\nu_{pq}} \otimes Z_{pq} = \pm 1$$ is chosen for each link \langle pq \rangle.

Our construction of the shadow model Hamiltonian proceeds in two steps. First, we use group supercohomology data to construct an auxiliary bosonic SPT, with an enlarged symmetry group \( \hat{G} \) equal to a certain \( \mathbb{Z}_2 \) extension of \( G \). Second, we gauge the global \( \mathbb{Z}_2 \) subgroup of \( \hat{G} \) in this auxiliary bosonic SPT to end up with our desired bosonic shadow model. Again, we emphasize that because all of these constructions are bosonic, the spin structure does not enter into them at all. To begin, we briefly review group supercohomology.

### A. Group supercohomology data

For a finite group \( G \), group supercohomology data consist of a pair \((n, \nu)\), where \( n: G \times G \times G \to \mathbb{Z}_2 \) is a \( \mathbb{Z}_2 \) valued function of 3 group variables, and \( \nu: G \times G \times G \to U(1) \) is a \( U(1) \)-valued function of 4 group variables, satisfying the following two properties.

1. \( n \) is a homogeneous cocycle, where homogeneity means

$$ n(gg_0, gg_1, gg_2) = n(g_0, g_1, g_2) \quad (4) $$

for all \( g \), and the cocycle property is \([31]\)

$$ \delta n = 0. \quad (5) $$

2. \( \nu \) is homogeneous, i.e.,

$$ \nu(gg_0, gg_1, gg_2, gg_3) = \nu(g_0, g_1, g_2, g_3), \quad (6) $$

for all \( g \) and satisfies

$$ \delta \nu(g_0, g_1, g_2, g_3, g_4) = (-1)^{n(g_0, g_1, g_2) n(g_2, g_3, g_4)}. \quad (7) $$

Just as for ordinary group cocycles, there is an equivalence relation on group supercohomology data. Rather than defining it now, we postpone the discussion of this equivalence relation to Sec. IV C, where we identify it through physical arguments. Group supercohomology classes will then be defined as equivalence classes of group supercohomology data modulo this relation.

For convenience, in our constructions below, we will always take \( n \) to be a normalized cocycle. This is to say, we choose \( n \) such that

$$ n(g, g, h) = n(h, h, h) = 0 \quad (8) $$

for all \( g, h \). There is no loss of generality in restricting to normalized cocycles, because each equivalence class of group supercohomology data has a representative \((n, \nu)\) with \( n \) normalized.

### B. Auxiliary bosonic SPT

The auxiliary bosonic SPT is again defined on a triangulation of an orientable two-dimensional spatial manifold \( M \) together with a branching structure. The symmetry group \( \hat{G} \) of the auxiliary bosonic SPT is the \( \mathbb{Z}_2 \) extension of \( G \) determined by \( n \). Explicitly, \( \hat{G} \) consists of \( 2|G| \) elements \( g^{(m)} \), where \( g \in G \) and \( m \in \mathbb{Z}_2 = \{0, 1\} \), obeying the group law:

$$ g^{(m)} h^{(\ell)} = (gh)^{\delta n(\ell, n(1, gh))}. \quad (9) $$

FIG. 3. The bosonic shadow model is defined on a Hilbert space with generalized \( G \)-spin d.o.f. at vertices and spin-1/2 d.o.f. on links. This gives the total Hilbert space: $$\text{eigenspace of each operator,} \hat{g}_p \equiv \hat{g}_{\nu_{pq}} \otimes Z_{pq} = \pm 1$$ is then just the condition that the state be in the eigenspace of each operator, $$\hat{G}_p \equiv \prod_{i|\nu^0_p \not\equiv 0} \hat{W}_{iqr} \prod_{i|\nu^1_p \not\equiv 0} \hat{X}_{i1}. \quad (3)$$

The first product above is over all triangles whose first vertex is \( p \). We thus expect that the shadow model Hamiltonian will commute with all of the \( \hat{G}_p \) and that its ground states will lie in the +1 eigenspace of each \( \hat{G}_p \).

Because of the second product in Eq. (3), \( \hat{G}_p \) resembles a Gauss law constraint. In accordance with Ref. [15], we refer to it as a “modified Gauss law.”

Our construction of the shadow model Hamiltonian proceeds in two steps. First, we use group supercohomology data to construct an auxiliary bosonic SPT, with an enlarged symmetry group \( \hat{G} \) equal to a certain \( \mathbb{Z}_2 \) extension of \( G \). Second, we gauge the global \( \mathbb{Z}_2 \) subgroup of \( \hat{G} \) in this auxiliary bosonic SPT to end up with our desired bosonic shadow model. Again, we emphasize that because all of these constructions are bosonic, the spin structure does not enter into them at all. To begin, we briefly review group supercohomology.
The d.o.f. in the auxiliary model are generalized $\tilde{G}$ spins $|g_p^{(m_p)}\rangle$ living on the vertices of the triangulation (Fig. 5), and the standard bosonic SPT construction of Ref. [1] allows us to write down the following SPT ground state wave function in the $\{g_p^{(m_p)}\}$ configuration basis:

$$
\Psi_{\text{SPT}}(\{g_p^{(m_p)}\}) = \langle \{g_p^{(m_p)}\} | \Psi_{\text{SPT}} \rangle = \prod_{\langle pqr \rangle} a\left(g_p^{(m_p)}, g_q^{(m_q)}, g_r^{(m_r)}\right)^{a_{pqr}}. \quad (10)
$$

Here, as below, we do not keep track of the irrelevant overall normalization factor of the ground state wave function. The product in Eq. (10) is over ordered triangles $\langle pqr \rangle$, with the ordering determined by the branching structure. $a_{pqr}$ is +1 if the orientation of the triangle $\langle pqr \rangle$ is aligned with the orientation of the manifold and −1 otherwise (see Fig. 4). Finally, $a$ is defined in terms of the group supercohomology data as [3]

$$
a\left(g_0^{(m_0)}, g_1^{(m_1)}, g_2^{(m_2)}, g_3^{(m_3)}\right) = \nu(g_0, g_1, g_2, g_3)(-1)^{e((g_0^{(m_0)})^{-1}g_1^{(m_1)})n(g_1, g_2, g_3)}, \quad (11)
$$

where we have defined the projector

$$
e((g^{(m)})) = m. \quad (12)
$$

One can explicitly verify that $\alpha$ is homogeneous and a cocycle ($\delta \alpha = 0$) by using Eqs. (4) and (6) along with the group law Eq. (9) of $\tilde{G}$, as well as the normalization property Eq. (8). Thus, Eq. (10) is a bosonic SPT ground state. The seemingly complicated cocycle $\alpha$ is designed to produce a shadow model wave function that lies in the $\tilde{G}_p = +1$ Hilbert space, as we see in the next section.

C. Bosonic shadow model wave function

We now construct the bosonic shadow model by gauging the $\mathbb{Z}_2$ subgroup of $\tilde{G}$ in the auxiliary bosonic SPT. This is done in the standard way by introducing a lattice $\mathbb{Z}_2$ gauge field $\mu_{pqr}^z = \pm 1$ and performing the usual minimal coupling procedure [2], so we relegate the details to Appendix A. A complete set of commuting gauge-invariant observables in the resulting gauge theory is given by $\{g_p, Z_{pq}\}$, where $g_p$ is the $G$ component of the $\tilde{G}$ d.o.f. $g_p^{(m_p)}$ at vertex $p$, and

$$
Z_{pq} = \mu_{pq}^z(-1)^{e((g_p^{(m_p)})^{-1}g_q^{(m_q)})}\quad (13)
$$

can be thought of as the $\mathbb{Z}_2$ part of the lattice gauge covariant derivative of the $\tilde{G}$ “matter” fields. We explicitly demonstrate in Appendix A that this gauge theory Hilbert space is isomorphic, via a duality transformation, to the unconstrained Hilbert space of generalized $G$-spin d.o.f. $|g_p\rangle$ at vertices $p$ and spin-1/2 d.o.f. on links $\langle pq \rangle$, with Pauli algebra generated by $\hat{X}_{pq}, \hat{\bar{Z}}_{pq}$.

A ground state wave function $\Psi_b$ of the gauged theory can be obtained by setting the amplitude $\Psi_b(\{g_p, Z_{pq}\})$ of any configuration $\{g_p, Z_{pq}\}$ equal to $\Psi_{\text{SPT}}(\{g_p^{(m_p)}\})$ if there exists $\{g_p^{(m_p)}\}$ for which

$$
Z_{pq} = (-1)^{m_p + m_q + n(1,g_p,g_q)} \quad (14)
$$

and zero otherwise (see Figs. 6 and 7 for an example). Such $\{g_p^{(m_p)}\}$, if it exists, is ambiguous only up to a global $\mathbb{Z}_2$ transformation, i.e., a shift $m_p \rightarrow m_p + 1$ [32], and since $\Psi_{\text{SPT}}$ is invariant under this shift, $\Psi_b$ is well defined. Explicitly,

$$
\Psi_b(\{g_p, Z_{pq}\}) = \prod_{\langle pqr \rangle} \nu(g_p, g_q, g_r, 1)^{a_{pqr}} Z_{pq}^{n(g_q, g_r, 1)} \times \prod_{\langle pqr \rangle} \delta_{Z_{pq} Z_{pr} Z_{pq}, (-1)^{n(1,g_p,g_r,g_q)}} \times h(\{Z_{pq}(-1)^{n(1,g_p,g_q)}\}), \quad (15)
$$

as can be verified by observing that we recover the auxiliary bosonic SPT ground state wave function amplitude by inserting Eq. (14) in Eq. (15). Again, we do not keep track of the irrelevant overall normalization of the wave function. The function $h(\{Z_{pq}(-1)^{n(1,g_p,g_q)}\}) = 0, 1$ is a constraint that enforces trivial $\mu^z$ holonomy around each topologically nontrivial cycle in the geometry. Specifically, it is equal to a product of $\delta$ functions over all nontrivial cycles, which enforce the constraint that the product of $Z_{pq}(-1)^{n(1,g_p,g_q)}$ along the links of the cycle is equal to 1. These holonomy constraints, together with the $\delta$ functions in Eq. (15), ensure that the amplitude of a given configuration $\{g_p, Z_{pq}\}$ is nonzero if and only if there exists $\{g_p^{(m_p)}\}$ satisfying Eq. (14). Once we write down a parent Hamiltonian for $\Psi_b$, we will have other ground states, which will all be of the form Eq. (15) except with nontrivial holonomy constraints.
Because it comes from gauging a global $Z_2$ symmetry in a short-range entangled state, the shadow model wave function $\Psi_b$ describes a toric code topological order. Furthermore, since $\Psi_{\text{SPT}}$ is $\tilde{G}$ symmetric, $\Psi_b$ is $G$ symmetric, and hence the shadow model wave function describes a $G$-symmetry-enriched toric code. One can also explicitly check that

$$\hat{G}_p |\Psi_b\rangle = |\Psi_b\rangle$$

(16)

for all $p$, so that $|\Psi_b\rangle$ contains only fermion excitations, without any unbound $e$ excitations or $m$ excitations, in the sense defined above. We also verify Eq. (16) below by writing down a finite depth circuit of local unitaries which commutes with all of the $\hat{G}_p$, and constructs $\Psi_b$ from a state which trivially lies in the $\hat{G}_p = +1$ eigenspace of each $\hat{G}_p$.

We construct $|\Psi_b\rangle$ by applying a finite depth circuit of local unitaries which commutes with all of the $\hat{G}_p$'s, such that $|\Psi_b\rangle$ is symmetric, $|\Psi_b\rangle$ contains only fermion excitations, and $|\Psi_b\rangle$ contains only fermion excitations, without any unbound $e$ excitations or $m$ excitations, in the sense defined above. We also verify Eq. (16) below by writing down a finite depth circuit of local unitaries which commutes with all of the $\hat{G}_p$, and constructs $\Psi_b$ from a state which trivially lies in the $\hat{G}_p = +1$ eigenspace of each $\hat{G}_p$.

FIG. 5. The auxiliary bosonic SPT has $\tilde{G}$ d.o.f. at each vertex. Specifically, at each vertex, we attach a Hilbert space $C[\tilde{G}]$ with a basis labeled by elements of $\tilde{G}$. A natural basis for the total Hilbert space $\Theta_p C[\tilde{G}]$ is then a set of product states for which at each vertex an element of $\tilde{G}$ is chosen. We refer to this basis of product states as the configuration basis. An arbitrary element of the configuration basis may be written as $|\{g^m_p\}\rangle$.

Our ultimate aim is to use the fermionization duality of Ref. [15] to turn the bosonic shadow model wave function into the ground state of a fermionic SPT. However, as this fermionization duality is defined at the level of local operators, we must first write down a local parent Hamiltonian for $|\Psi_b\rangle$ on which we can apply the duality.

One way to obtain such a parent Hamiltonian is to simply construct a different parent Hamiltonian for $|\Psi_b\rangle$.

Our choice of parent Hamiltonian is based on the insight that $|\Psi_b\rangle$, as defined by the wave function in Eq. (15), can be obtained by applying an appropriate finite depth circuit of local unitaries to a ground state of the following

$$\Psi_{\text{SPT}}^\pm (\begin{pmatrix} 1 & 0 & 0 & 1 \\ 1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 \end{pmatrix}) = \Psi_{\text{SPT}}^\pm$$

FIG. 6. Example of the amplitude $\Psi_b^\pm (\{g_p\}, \{Z_{pq}\})$ for the $G = Z_2$ case with nontrivial $n$, defined in Eq. (28). Here, the argument of $\Psi_b^\pm$ is a particular configuration with a single $|0\rangle$ vertex and all other vertices in the $|1\rangle$ state. The link d.o.f. are $|1\rangle$ everywhere besides the three $|-1\rangle$ valued links illustrated. The ellipses denote the fact that $\Psi_b^\pm$ is dependent on the global configuration despite the fact that we have only shown a local portion of the configuration. The amplitude $\Psi_b^\pm (\{g_p\}, \{Z_{pq}\})$ is equivalent to $\Psi_{\text{SPT}}^\pm (\{g^m_p\})$ if there exists $\{g^m_p\}$ such that $Z_{pq} = (-1)^{e(g^m_p) - 1} y^m_{pq}$ for all $(pq)$. In this example, with $G = Z_4$, $e(0) = e(3) = 0$, and $e(1) = e(2) = 1$, two such configurations exist. One has a single $|0\rangle$ vertex with all other vertices $|1\rangle$ while the other has a single $|2\rangle$ vertex with all other vertices $|3\rangle$. These two configurations differ by the square of the $Z_4$ global symmetry generator, so due to the fact that $\Psi_{\text{SPT}}^\pm (\{g^m_p\})$ is $Z_4$ symmetric, they give the same amplitude.

D. Bosonic shadow model Hamiltonian from a finite depth circuit

The evaluation of $\Psi_{\text{SPT}}^\pm$ on a specific configuration with one vertex in the $|0\rangle$ state and all other vertices, including those not pictured, in the $|1\rangle$ state along with $|1\rangle$ states at every link Hilbert space. The amplitude of this configuration is zero because there is no configuration $\{g^m_p\}$ such that Eq. (14) is satisfied. This can be seen by the fact that the product of $Z_{pq}$ around either of the two shaded triangles is 1 while the product of $(-1)^e(g^m_p) - 1 y^m_{pq}$ around either of these triangles is $(-1)^{e(g^m_p) - 1} y^m_{pq}$.

FIG. 7. The evaluation of $\Psi_{\text{SPT}}^\pm$ on a specific configuration with one vertex in the $|0\rangle$ state and all other vertices, including those not pictured, in the $|1\rangle$ state along with $|1\rangle$ states at every link Hilbert space. The amplitude of this configuration is zero because there is no configuration $\{g^m_p\}$ such that Eq. (14) is satisfied. This can be seen by the fact that the product of $Z_{pq}$ around either of the two shaded triangles is 1 while the product of $(-1)^{e(g^m_p) - 1} y^m_{pq}$ around either of these triangles is $(-1)^{e(g^m_p) - 1} y^m_{pq}$.
Hamiltonian, which describes a trivial generalized $G$-spin paramagnet and a decoupled copy of the toric code:

$$\hat{H}_b^0 = -\sum_p \hat{P}_{p}^{\text{sym}} - \sum_p \prod_{(sk)} \hat{X}_{st} - \sum_{(pqrs)} \hat{W}_{pqrs}. \quad (17)$$

Here, $\hat{P}_{p}^{\text{sym}}$ is the projector onto the symmetric state $\langle \sqrt{G} \rangle \sum_{g_p \in G} \langle g_p \rangle$ at vertex $p$ tensored with the identity on the remaining sites, and $\hat{W}_{pqrs}$, which was defined in Eq. (2), measures the $\mathbb{Z}_2$ flux on $\{pqrs\}$. One ground state of Eq. (17) is

$$\Psi_{\text{TC}}(\{g_p, Z_{pq}^2\}) = \left( \prod_{(pqrs)} \delta_{Z_{pq}^2 Z_{qr} Z_{pr}^2} \right) h(\{Z_{pq}^2\}). \quad (18)$$

where the holonomy constraint $h(\{Z_{pq}^2\})$ was defined below Eq. (15). We now claim that

$$|\Psi_b\rangle = \hat{U}_b |\Psi_{\text{TC}}\rangle, \quad (19)$$

where $\hat{U}_b$ is the following finite depth circuit of local unitaries:

$$\hat{U}_b = \prod_{(pqrs)} \left( \hat{U}_{pq}^{\text{op}} \hat{Z}_{pq} \hat{U}_{pqr} \prod_{(pq)} \hat{X}_{pq} \prod_{(pqr)} \hat{W}_{pqr} \right). \quad (20)$$

Here, $\hat{n}_{pq}$ is the operator defined by

$$\hat{n}_{pq}(\{g_t\}) = n(g_p, g_q, 1)(\{g_t\}), \quad (21)$$

and $\hat{U}_{pqr}^{\text{op}}$ is given by

$$\hat{U}_{pqr}^{\text{op}}(\{g_t\}) = \nu(g_p, g_q, g_r, 1)^{op} \langle g_t \rangle. \quad (22)$$

To see that $|\Psi_b\rangle = \hat{U}_b |\Psi_{\text{TC}}\rangle$, first note that all of the configurations appearing with nonzero amplitude in $|\Psi_{\text{TC}}\rangle$ have trivial $\mathbb{Z}_2$ flux through all triangles, while the states in Eq. (15) have nontrivial $\mathbb{Z}_2$ flux at triangles $\{pqrs\}$ for which $(-1)^{n(g_p, g_q, g_r)} = -1$. This difference is remedied by the term $\prod_{(pq)} \hat{X}_{pq}$ in Eq. (20). The cocycle condition $\delta n = 0$ guarantees that the nontrivial $\mathbb{Z}_2$ fluxes are put into the correct positions by this term. Second, the term $\prod_{(pqrs)} \hat{U}_{pq}^{\text{op}} \hat{Z}_{pq} \hat{U}_{pqr}$ is simply to ensure that the phases assigned to configurations match those in $|\Psi_b\rangle$.

It is proved in Appendix B that $\hat{U}_b$ is nearly $G$ symmetric—conjugating it by any global symmetry generator yields $\hat{U}_b$ multiplied by a product of some $\hat{G}_p$ operators. This property of $\hat{U}_b$ in particular relies on the term $\prod_{(pqrs)} \hat{W}_{pqr}$ in Eq. (20), which may have seemed unnecessary at first since it acts trivially on the toric code ground states.

Together with the manifest $G$ and $\hat{G}_p$ invariance of $\hat{H}_b^0$, this property of $\hat{U}_b$ implies that

$$\hat{H}_b = \hat{U}_b \hat{H}_b^0 \hat{U}_b^\dagger \quad (23)$$

is a $G$-symmetric parent Hamiltonian for $|\Psi_b\rangle$. We see in Sec. III D that $\hat{U}_b$ also commutes with all $\hat{G}_p$, so that the $\hat{H}_b$ does as well. We have thus constructed, using group supercohomology data, a bosonic shadow model Hamiltonian that commutes with all of the $\hat{G}_p$, and whose ground states all satisfy $G_p = +1$. This bosonic shadow model describes a $G$-symmetry-enriched toric code phase.

**E. Example: $G = \mathbb{Z}_2$**

Let us describe the above constructions for the simplest nontrivial examples of supercohomology phases, which occur for $G = \mathbb{Z}_2$ (i.e., total symmetry group $\mathbb{Z}_2 \times \mathbb{Z}_2$). In contrast to the case of general $G$, where we used multiplicative notation for the group law, in the case $G = \mathbb{Z}_2$, we will use additive notation and denote $\mathbb{Z}_2$ elements by $s = 0, 1$.

For $G = \mathbb{Z}_2$, there are four inequivalent supercohomology classes. Two of these have trivial $n$ and correspond to the trivial phase and the purely bosonic $\mathbb{Z}_2$ SPT. The other two both have the same nontrivial $n$,

$$n(s_0, s_1, s_2) = \begin{cases} 1 & (s_0, s_1, s_2) = (0, 1, 0) \\ 1 & (s_0, s_1, s_2) = (1, 0, 1) \\ 0 & \text{otherwise}, \end{cases} \quad (24)$$

but different $\nu$,

$$\nu_\pm(s_0, s_1, s_2, s_3) = \begin{cases} \pm i & (s_0, s_1, s_2, s_3) = (1, 0, 1, 0) \\ \pm i & (s_0, s_1, s_2, s_3) = (0, 1, 0, 1) \\ 1 & \text{otherwise}. \end{cases} \quad (25)$$

These data define two possible phases according to the choice of sign in Eq. (25), which turn out to be the index 2 and 6 members of the $\mathbb{Z}_8$ interacting classification in this symmetry class [33–35]. The $\mathbb{Z}_2$ extension of $G = \mathbb{Z}_2$ defined by $n$ is $\tilde{G} = \mathbb{Z}_4$, and $\epsilon$ is $\epsilon(0) = \epsilon(3) = 0$, $\epsilon(1) = \epsilon(2) = 1$. Explicitly computing the cocycle $\alpha$ defined in Eq. (11), we obtain

$$\alpha_{\pm}(\tilde{s}_0, \tilde{s}_1, \tilde{s}_2, \tilde{s}_3) = (\pm i)^{\left(\tilde{s}_0 - \tilde{s}_1\right)\left(\tilde{s}_1 - \tilde{s}_2\right)\left(\tilde{s}_2 - \tilde{s}_3\right)} \quad (26)$$

where $\tilde{s} \in \mathbb{Z}_4$ and the overline denotes reduction modulo 2.
The corresponding auxiliary \( Z_4 \) SPT wave function is

\[
\Psi_{\text{SPT}}^\pm(\{\tilde{s}_p\}) = \prod_{(pqr)} \alpha_{\pm}(\tilde{s}_p, \tilde{s}_q, \tilde{s}_r, 0)^\nu_{pqr}.
\]  

(27)

The bosonic shadow Hilbert space has \( Z_2 \) d.o.f. \( s_p = 0, 1 \) on vertices \( p \) and spin-1/2 d.o.f. \( Z_{pq} = \pm 1 \) on links \( \langle pq \rangle \). The shadow model ground states are (see Figs. 6 and 7)

\[
\Psi_b^\pm(\{s_p\}, \{Z_{pq}\}) = \prod_{(pqr)} \nu_{\pm}(s_p, s_q, s_r, 0)^\nu_{pqr} Z_{pq}^{n(s_p,s_q,s_r,0)}
\times \left( \prod_{(pqr)} \delta_{Z_{pq}Z_{pqr}(-1)^{\nu_{pqr}s_p s_q s_r}} \right)
\times h(\{Z_{pq}(-1)^{n(s_p,s_q,s_r)}\}).
\]  

(28)

Here, \( h(\{Z_{pq}\}) = 0, 1 \) is a function that projects onto a choice of holonomy of the \( Z_2 \) gauge field.

Using the explicit form of the supercohomology data \( n(s_p, s_q, 0) = (1 - s_p)s_q \) and \( \nu_{\pm}(s_p, s_q, s_r, 0) = (\pm i)^{\nu_{pqr} s_p s_q s_r} \), we see that the circuit Eq. (20) becomes

\[
\hat{U}_b^\pm = \prod_{(pqr)} (\pm i)^{\nu_{pqr}s_p s_q s_r} Z_{pq}^{1-s_p s_q s_r}
\times \left( \prod_{(pq)} \hat{X}_{pq}^{1-s_p s_q} \prod_{(pqr)} \hat{W}_{pqr}^{1-s_p s_q s_r} \right).
\]  

(29)

From this circuit, we obtain the Hamiltonian

\[
\hat{H}_b^\pm = \hat{U}_b^\pm \hat{H}_b^0 \hat{U}_b^*(\hat{U}_b^\pm)^\dagger
\]  

(30)

for the gauged model.

For completeness, we note that the global \( Z_2 \) symmetry generator in the gauged model acts by

\[
|\{s_p, Z_{pq}\}\rangle \rightarrow |\{1-L s_p, Z_{pq}\}\rangle.
\]  

(31)

This is just the descendant of the \( Z_2 \) generator in the \( Z_4 \) SPT.

### III. FERMIONIZING THE SHADOW MODEL

In the previous section, we used the supercohomology data to construct a bosonic shadow model \( \hat{H}_b \) on a Hilbert space consisting of generalized \( G \)-spin d.o.f. on vertices \( p \) and spin-1/2 d.o.f. on links \( \langle pq \rangle \). In this section, we describe how this bosonic model may be fermionized, i.e., rewritten in terms of local fermionic operators. This fermionization is effectively a procedure for ungauging fermion parity symmetry. Equivalently, it can be viewed as a prescription for a lattice-level fermion condensation (see Appendix D for further details). We emphasize that this is the only point at which a choice of spin structure enters the construction.

Focusing just on the spin-1/2 link d.o.f., we utilize the fermionization prescription developed in Ref. [15], reviewed in the next three sections, which provides an exact duality between the local operator algebra of a bosonic model and that of a fermionic model. To define this duality, one must specify some combinatorial data, which we show amounts to a choice of spin structure for the spatial manifold \( M \). We first define the local bosonic and fermionic operator algebras \( A_{\text{bos}} \) and \( A_{\text{fer}} \), respectively, and then construct the spin-structure-dependent duality between them. Finally, we apply this duality to \( \hat{H}_b \) to produce our fermionic Hamiltonian \( \hat{H}_f \) and demonstrate that it describes a SPT.

#### A. Bosonic operator algebra \( A_{\text{bos}} \)

On the bosonic side, we consider the spin-1/2 d.o.f. living on links, with Pauli algebra generated by \( \hat{X}_{pq} \) and \( \hat{Z}_{pq} \). \( A_{\text{bos}} \) is defined as the operator algebra generated by the subset of local operators that commute with all the \( \hat{G}_p \) defined in Eq. (3):

\[
\hat{G}_p = \prod_{\langle qr \rangle \ni p} \hat{Z}_{iq} \hat{Z}_{iq} \hat{Z}_{ir} \prod_{(st) \ni p} \hat{X}_{st},
\]  

(32)

and modulo the relations \( \hat{G}_p = 1 \) for all \( p \) [36]. Thus, we may think of \( A_{\text{bos}} \) as the algebra of operators generated by the subset of local operators which are gauge invariant with respect to the modified Gauss law \( \hat{G}_p = 1 \).

We now identify two sets of local, modified Gauss law invariant operators which generate all of \( A_{\text{bos}} \) [15]. The first is \( \hat{W}_{pqr} = \hat{Z}_{pq} \hat{Z}_{qr} \hat{Z}_{pr} \). The second is \( \hat{U}_{pq} \), defined as

\[
\hat{U}_{pq} \equiv \hat{X}_{pq} \hat{K}_{l_{pq}} \hat{K}_{r_{pq}},
\]  

(33)

with \( \hat{K}_{r_{pq}} \) and \( \hat{K}_{l_{pq}} \) defined as follows. The action of \( \hat{K}_{r_{pq}} \) is dependent upon the triangle \( R_{pq} \) to the right of \( \langle pq \rangle \). If the triangle to the right of \( \langle pq \rangle \) has vertex ordering \( (rpq) \), with \( p \) and \( q \) being the second and third vertices, respectively, then \( \hat{K}_{r_{pq}} \) acts as \( \hat{Z}_{rp} \). Otherwise, \( \hat{K}_{r_{pq}} = 1 \). The action of \( \hat{K}_{l_{pq}} \) is defined similarly but with “right” replaced with “left.” Some examples of the action of \( \hat{U}_{pq} \) are depicted in Fig. 8. Intuition for this seemingly contrived definition can be obtained by recalling that the modified Gauss law is a constraint that binds a \( Z_2 \) flux on a triangle to a \( Z_2 \) charge at the first vertex of that triangle. The operator \( \hat{U}_{pq} \) then hops a \( Z_2 \) flux across the link \( \langle pq \rangle \), and also rearranges the \( Z_2 \) charges in such a way that the modified Gauss law remains enforced.

As shown in Ref. [15], the only nontrivial relations among the \( \hat{U}_{pq} \) and \( \hat{W}_{pqr} \) operators are captured in the following operator identity. For any vertex \( p \).
Majorana operators link relations with each other as do the bosonic operators
\( h \triangleq \) one at the center of each triangle
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\text{FIG. 8. The action of } \hat{U}_{pq} \text{ on link } \langle pq \rangle \text{ depends on the branching structure of the neighboring triangles. } \hat{X}_{pq} \text{ is always applied to } \langle pq \rangle, \text{ but a Pauli } \hat{Z} \text{ acts on the link connecting the first and second vertex of the neighboring triangle if and only if } \langle pq \rangle \text{ is the link connecting the second and third vertices of that triangle.}
```

\[
\prod_{\langle pq \rangle} \hat{U}_{pq} \prod_{\langle qr \rangle} \hat{U}_{qr} = \hat{G}_{pq} \prod_{\langle pq \rangle} \hat{W}_{pqr} \prod_{\langle qr \rangle} \hat{W}_{qrt}. \tag{34}
\]

Note that in the first product on the left-hand side all the links are oriented away from \( p \), while in the second product all the links are oriented towards \( p \).

### B. Fermionic operator algebra \( A_{\text{fer}} \)

On the fermionic side, the d.o.f. are complex fermions—one at the center of each triangle \( \langle pqr \rangle \). We use the pair of Majorana operators \( \gamma_{pqr} \) and \( \bar{\gamma}_{pqr} \) to represent the operator algebra for this complex fermion. The fermion parity at triangle \( \langle pqr \rangle \) is measured by

\[
(-1)^{F_{pqr}} \equiv -i \gamma_{pqr} \bar{\gamma}_{pqr}, \tag{35}
\]

and an operator is fermion parity even if it commutes with \( \prod_{\langle pqr \rangle} (-1)^{F_{pqr}} \). The algebra \( A_{\text{fer}} \) of fermion parity even operators is generated by the \((-1)^{F_{pqr}}\) and a certain set of “hopping operators,” which transfer fermion parity across a link \( \langle pq \rangle \). Specifically, we define the hopping operator

\[
\hat{S}_{pq} \equiv i \gamma_{pq} T_{pq}, \tag{36}
\]

where we have again denoted the triangles to the left and right of \( \langle pq \rangle \) by \( L_{pq} \) and \( R_{pq} \), respectively.

The \((-1)^{F_{pqr}}\) and \( \hat{S}_{pq} \) satisfy nearly the same algebraic relations with each other as do the bosonic operators \( \hat{W}_{pqr} \) and \( \hat{U}_{pq} \). The only difference is that \((-1)^{F_{pqr}}\) and \( \hat{S}_{pq} \) satisfy an algebraic relation that is similar to but not exactly the same as Eq. (34) [15]:
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\text{FIG. 9. The interpolating vector field lies parallel to the branching structure for both } o_{pq} = +1 \text{ and } o_{pqr} = -1 \text{ triangles. There are no singularities of the vector field away from the vertices.}
```

\[
\prod_{\langle pq \rangle} \hat{S}_{pq} \prod_{\langle qr \rangle} \hat{S}_{qr} = c(p) \prod_{\langle pq \rangle} (-1)^{F_{pqr}} \prod_{\langle qr \rangle} (-1)^{F_{qrt}}. \tag{37}
\]

In Eq. (37), \( c(p) \) is a sign factor determined solely by the branching structure near \( p \). We prove Eq. (37) in Appendix C, where we also derive the following graphical method for explicitly calculating \( c(p) \). First, we interpolate the branching structure to the interiors of the triangles to give a continuous nonvanishing vector field [4] \( \mathcal{V} \) (see Fig. 9). Singularities in this vector field can occur only at vertices, and \( c(p) = -1 \) if the vertex \( p \) has a singularity with odd winding number and \( c(p) = 1 \) otherwise.

### C. Spin-structure-dependent duality between \( A_{\text{bos}} \) and \( A_{\text{fer}} \)

The geometric interpretation of the sign \( c(p) \) in Eq. (37) as counting the singularities of a vector field \( \mathcal{V} \) immediately points to a possible modification of the operators generating \( A_{\text{fer}} \) that makes \( A_{\text{fer}} \) manifestly isomorphic to \( A_{\text{bos}} \). To make this modification, first note that there are an even number of vertices with \( c(p) = -1 \) [37]. Thus, we can find a set \( \mathcal{E} \) of links such that the vertices in the boundary of \( \mathcal{E} \) (the boundary being defined as the set of vertices which are end points of an odd number of links in \( \mathcal{E} \)) are precisely the vertices with \( c(p) = -1 \). Then, we can modify the vector field \( \mathcal{V} \) by giving it an extra \( 2\pi \) winding as it crosses a link in \( \mathcal{E} \) (see Fig. 10). The result is a new vector field with even singularities only. It is known that in two dimensions a vector field with only even singularities defines a spin structure [38]. Hence, a choice of \( \mathcal{E} \) corresponds to a choice of spin structure.

Having made a choice of \( \mathcal{E} \), we now define modified hopping operators,

\[
\hat{S}_{pq} \equiv (-1)^{F_{pqr}} \hat{S}_{pq}, \tag{38}
\]

where \( \mathcal{E}_{pq} = 0, 1 \) is the indicator function for \( \mathcal{E} \); i.e., \( \mathcal{E}_{pq} = 1 \) if \( \langle pq \rangle \in \mathcal{E} \) and \( \mathcal{E}_{pq} = 0 \) otherwise. These modified operators then satisfy
To fermionize $\hat{U}_b$, we note that the product
\begin{equation}
\prod_{(pq)} \tilde{Z}_{pq}^{\nu} \prod_{(pq)} \tilde{X}_{pq}^{\nu}
\end{equation}
in Eq. (20) can be rearranged into
\begin{equation}
\tilde{\kappa} \prod_{(pq)} \hat{U}_{pq}^{\nu},
\end{equation}
where $\tilde{\kappa}$ is a certain diagonal operator in the $\{q_p\}$ configuration basis with eigenvalues $\pm 1$. The eigenvalue is locally determined, in that it is a product of signs, each of which is dependent upon only the $G$ configuration within a disk of finite radius around some point. These signs result from commuting $\hat{Z}_{pq}$ past $\hat{X}_{pq}$, and hence the eigenvalues are dependent on the choice of ordering of the $\hat{U}_{pq}$ operators in Eq. (45). Although the operator $\hat{\kappa}$ is complicated to write out for general $G$, we note that the locality property above makes it a finite depth circuit of local unitaries. Furthermore, we see below that in the example $G = \mathbb{Z}_2$ the situation simplifies considerably: $\hat{\kappa}$ is trivial in that case, and all of the terms in the product in Eq. (45) commute. Also, in Appendix E we present another way of circumventing the issue posed by the unwieldy form of $\hat{\kappa}$, by introducing ancillary spin-1/2 d.o.f. on the triangles. This allows for a more canonical finite depth circuit that does not require an arbitrary choice of ordering.

We now use Eq. (40) to map Eq. (45) to fermionic operators. The result of fermionizing $\hat{U}_b$ is the finite depth circuit of local unitaries:
\begin{equation}
\hat{U}_f = \hat{\kappa} \prod_{(pq)} \hat{Z}_{pq}^{\nu} \prod_{(pq)} \hat{X}_{pq}^{\nu} \prod_{(pq)} [(-1)^{\hat{P}_{pqr}}]^{\nu}.
\end{equation}
Therefore, fermionization turns $\hat{H}_b$ into
\begin{equation}
\hat{H}_f = \hat{U}_f \hat{H}_b^{\nu} \hat{U}_f^{\dagger}.
\end{equation}

$\hat{H}_f$ is composed of two types of terms. First, we have the conjugates of the terms in the second sum in Eq. (43); namely,
\begin{equation}
-\hat{U}_f (-1)^{\hat{P}_{pqr}} \hat{U}_f^{\dagger} = (-1)^{\hat{P}_{pqr}} (-1)^{\hat{P}_{pqr}}.
\end{equation}

after using the gapped and unfrustrated property of the Hamiltonian to remove the fermionization of the second term in Eq. (42). This Hamiltonian describes a trivial atomic insulator, and the unique ground state $|\Psi_f\rangle$ is a product state of symmetrized states at the vertices and zero fermion occupancy on the triangles (see Fig. 11 for the d.o.f.).
These energetically enforce fermions to occupy the triangles \( \langle pqr \rangle \) with nontrivial \( n(g_p, g_q, g_r) \). Second, we have the conjugates of the terms in the first sum in Eq. (43):

\[
- \hat{U}_f \hat{S}^\text{sym}_p \hat{U}_f^\dagger.
\]

These fluctuate the \( G \) configuration at vertex, \( p \) and move the neighboring fermions so that the fermion occupancy conforms to the first term. We will see the action of \( \hat{H}_f \) more explicitly below when we treat the case \( G = Z_2 \).

\( \hat{H}_f \) describes a fermionic SPT phase because (1) it is gapped, (2) it has a unique, short-range-entangled ground state, and (3) it is symmetric. It is gapped because it is an unfrustrated commuting projector Hamiltonian. The unique ground state is \( \hat{U}_f \ket{\Psi_f^0} \), and since \( \hat{U}_f \) is a finite depth circuit of local unitaries, the ground state is short-range-entangled. Lastly, it is \( G \) symmetric because \( \hat{H}_b \) is \( G \) symmetric, and the fermionization procedure commutes with the global action of \( G \).

\[ \text{E. Example: } G = Z_2 \]

Recall that in the \( G = Z_2 \) case, Eq. (29) is

\[
\hat{U}_b^\pm = \prod_{\langle pqr \rangle} (\pm i)^{\hat{S}^x_{pq} \hat{S}^x_{qr} (1 - \hat{s}_y^p \hat{s}_y^q)},
\]

\[
\times \prod_{\langle pq \rangle} \hat{X}^{(1 - \hat{s}_y^p \hat{s}_y^q)}, \prod_{\langle pqr \rangle} \hat{W}^{(1 - \hat{s}_y^p \hat{s}_y^q)}. \tag{50}
\]

To avoid confusion, for the remainder of this section we focus on the case \( \hat{U}_b^+ \) and drop the \( + \) superscript; the case \( \hat{U}_b^- \) can be treated similarly.

To fermionize \( \hat{U}_b \), we first recognize that it may be written in terms of the local operators \( \hat{U}_{pq} \) of Sec. III. The product

\[
\prod_{\langle pqr \rangle} (\pm i)^{\hat{S}^x_{pq} \hat{S}^x_{qr} (1 - \hat{s}_y^p \hat{s}_y^q)}, \prod_{\langle pq \rangle} \hat{X}^{(1 - \hat{s}_y^p \hat{s}_y^q)} \tag{51}
\]

in Eq. (50) is exactly equal to

\[
\prod_{\langle pq \rangle} \hat{U}_{pq}^{(1 - \hat{s}_y^p \hat{s}_y^q)} \tag{52}
\]

without any additional factor of \( \hat{k} \). This is due to the fact that \( (1 - s_y^p) s_y^q \) and \( (1 - s_y^p) s_y^q \) cannot simultaneously be 1, so that we never have to move anticommuting operators past each other to go from one expression to the other. Therefore, the fermionization duality applied to \( \hat{U}_b \) yields

\[
\hat{U}_f = \prod_{\langle pqr \rangle} (\pm i)^{\hat{S}^x_{pq} \hat{S}^x_{qr} (1 - \hat{s}_y^p \hat{s}_y^q)} \prod_{\langle pq \rangle} \hat{X}^{(1 - \hat{s}_y^p \hat{s}_y^q)} \prod_{\langle pqr \rangle} \hat{W}^{(1 - \hat{s}_y^p \hat{s}_y^q)} \tag{53}
\]

with \( \hat{S}_{pq} \) and \( (-1)^{\hat{F}_{pqr}} \) defined in Sec. III. Hence, \( \hat{H}_b \) explicitly fermionizes to

\[
\hat{H}_f = \hat{U}_f \hat{H}_b^0 \hat{U}_f^\dagger, \tag{54}
\]

where

\[
\hat{H}_b^0 = - \sum_{p} \hat{S}^\text{sym}_p - \sum_{\langle pqr \rangle} (-1)^{\hat{F}_{pqr}}. \tag{55}
\]

We have thus constructed a \( Z_2 \)-symmetric fermionic SPT Hamiltonian for the supercohomology data specified in Eqs. (24) and (25).

\section*{V. Picture of the ground state.—}

The finite depth circuit of local unitaries \( \hat{U}_f \) in Eq. (53) allows us to explicitly construct the ground state \( \ket{\Psi_f} \) of \( \hat{H}_f \). This is accomplished by applying \( \hat{U}_f \) to \( \ket{\Psi_f^0} \), the ground state of \( \hat{H}_b^0 \). \( \ket{\Psi_f^0} \) is a product state with the \( Z_2 \)-symmetric state \((1/\sqrt{2})(|0\rangle + |1\rangle)\) at each vertex \( p \) and zero fermion occupancy at every triangle \( \langle pqr \rangle \). Expressed in the configuration basis, \( \ket{\Psi_f^0} \) is an equal amplitude superposition of domain configurations—domains containing states \( |0\rangle \) or \( |1\rangle \) at vertices. Note that the domain walls between the \( |0\rangle \) and \( |1\rangle \) domains run along the edges of the dual lattice. The ground state of \( \hat{H}_f \) is

\[
\ket{\Psi_f} = \hat{U}_f \ket{\Psi_f^0} = \sum_{\text{config}} \hat{U}_f \ket{\Psi_f^0}. \tag{56}
\]

The above sum is over all \( Z_2 \)-spin domain configurations tensored with the empty fermionic state. The operator \( \hat{U}_f \) decorates fermions onto each such domain configuration and multiplies by a configuration-dependent phase, but it does not alter the shape of the domains.

We can break up the action of \( \hat{U}_f \) on a domain configuration into three steps. In the first step, we apply

\[
\prod_{\langle pqr \rangle} \hat{X}^{(1 - \hat{s}_y^p \hat{s}_y^q)} \tag{57}
\]

As the domain configurations in \( \ket{\Psi_f^0} \) have no fermions, they are +1 eigenvectors of the fermion parity operators in Eq. (57). Thus, this term does not affect the state.

In the second step, we act on the domain configuration with

\[
\prod_{\langle pq \rangle} \hat{S}^{(1 - \hat{s}_y^p \hat{s}_y^q)} \tag{58}
\]

The exponent in Eq. (58) is 1 precisely when the link \( \langle pq \rangle \) points from a \( |0\rangle \) domain to a \( |1\rangle \) domain. As a result,
Majorana operators are applied to the two triangles on either side of the link $\langle pq \rangle$, and in this way, fermions are only created along the domain wall. The result is a pair of fermions at the two end points of each portion of the domain wall where the interpolating vector field points from the $|0\rangle$ to the $|1\rangle$ domain (see Figs. 12 and 13). The order in which these two fermions are created depends on the spin structure $\mathcal{E}$ as follows. First, we locally orient the domain wall so that it runs horizontally with the $|0\rangle$ domain below and the $|1\rangle$ domain above, as illustrated in Fig. 13. If there are an even number of edges in $\mathcal{E}$ crossing the $|0\rangle$ to $|1\rangle$ pointing portion of the domain wall, then we create the fermion on the left end point first, followed by the fermion on the right end point. When there are an odd number of edges in $\mathcal{E}$ crossing the region, the fermions are created in the opposite order [Fig. (13)]. Since the difference between these two procedures is just a minus sign, we can alternatively always create the fermions from left to right, and at the end multiply by $-1$ for every edge of $\mathcal{E}$ that points from the $|0\rangle$ to the $|1\rangle$ domain.
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**FIG. 11.** The fermionic SPT Hamiltonian acts on a Hilbert space with generalized $G$-spin d.o.f. on vertices and a single complex fermion d.o.f. for each triangle. Explicitly, the total Hilbert space is $(\otimes_p C_p^{(G)}) \otimes \mathbb{Z}_2 : (\otimes_{\langle pqr \rangle} C_{\langle pqr \rangle}^{(1)})$, where $\otimes \mathbb{Z}_2$ is a $\mathbb{Z}_2$ graded tensor product. We use $\gamma_{pqr}$ and $\tilde{\gamma}_{pqr}$ as a basis for the operator algebra of the complex fermion at $\langle pqr \rangle$.

Lastly, we act with

$$
\prod_{\langle pqr \rangle} \tilde{\gamma}_{pqr} \gamma_{(1-i_p)^3 r}.
$$

(59)

This term assigns a phase to each configuration, which can be thought of as a product of contributions associated to points of tangency of the vector field with the domain wall, or, equivalently, associated to the fermions. These contributions can be determined as follows. Moving from left to right along a domain wall with the $|0\rangle$ domain below and the $|1\rangle$ domain above, we track the interpolating vector field. If the interpolating vector field rotates clockwise, from initially pointing in the direction of the $|0\rangle$ domain to finally pointing in the direction of the $|1\rangle$ domain, then we accrue a phase of $i$. If the interpolating vector field rotates clockwise from initially pointing towards the $|1\rangle$ domain to finally pointing towards the $|0\rangle$ domain, then a phase of $-i$ is picked up (see Fig. 14). For the two other possible rotations, no phase is picked up.

We would like to emphasize that the ground state constructed according to this prescription admits a continuum interpretation. Namely, in the continuum we can think of the spin structure being encoded in a smooth vector field together with a set of smooth segments $\mathcal{E}$ connecting the odd singularities of this vector field. The ground state is a superposition over smooth domain wall configurations decorated with fermions. The fermions appear precisely at the locations where the vector field is tangent to a domain wall, and the above prescription gives a specific ordering of fermion creation operators used to create this fermionic state from the empty fermionic state. Finally, the amplitude for each decorated domain wall is multiplied by products of
finite depth circuit using the group supercohomology data. This led us to a strategy was to first construct a bosonic shadow model of spatial manifold with branching structure to construct $(\hat{\nu})$.

When it rotates clockwise from pointing towards the $|0\rangle$ domain, let us consider the interpolating vector field (blue arrows) rotates. When it rotates clockwise from pointing towards the $|1\rangle$ domain, we get a phase of $+i$. When it rotates counterclockwise from pointing towards the $|0\rangle$ domain, we obtain a phase of $-i$. Counterclockwise rotations of the vector field along the domain wall give a trivial phase. The twist of the vector field near an edge in $\mathcal{E}$ (red edges), as displayed in Fig. 10, does not affect the calculation of this phase.

$\pm i$ as determined by the rotation of the vector field at the points of tangency, as detailed above.

IV. CLASSIFICATION

Thus far, we have used a choice of supercohomology data $(n, \nu)$ together with a spin structure on a 2D triangulated spatial manifold with branching structure to construct a zero correlation length fermionic SPT Hamiltonian. The strategy was to first construct a bosonic shadow model using the group supercohomology data. This led us to a finite depth circuit $\hat{U}_b$ Eq. (20):

$$\hat{U}_b = \prod_{\langle pqr \rangle} (\nu_{pqr}^a \rho_{pq}^a \hat{\rho}_{pqr}^a) \prod_{\langle pq \rangle} (\hat{\rho}_{pq}^a) \prod_{\langle pqr \rangle} (\hat{\rho}_{pqr}^a),$$

(60)

which, when applied to an ordinary toric code ground state, produced the ground state of the bosonic shadow model. Furthermore, the fermionization of $\hat{U}_b$ yielded $\hat{U}_f$ [defined in Eq. (46)]—a fermionic finite depth circuit that builds a fermionic SPT ground state from a trivial product state.

In this section, we show that the composition of these circuits gives insight into the group structure of fermionic SPT phases. First, we clarify the physical meaning behind composing finite depth circuits. Then, we give a physically motivated definition of equivalence for sets of supercohomology data. Lastly, we use this notion of equivalence to establish group supercohomology classes as topological invariants for lattice fermionic SPT Hamiltonians.

A. Stacking as composition of circuits

The additive group structure on the set of SPT phases is given by stacking. To stack two SPT Hamiltonians, let us imagine that they are defined on identical lattices extending in the $x$, $y$ directions, and let us put one lattice directly over the other, i.e., separated in the $z$ direction. Then, grouping pairs of vertically separated sites with the same $x$, $y$ coordinates into supersites, the sum of the two decoupled SPT Hamiltonians for the two layers defines another 2D gapped SPT Hamiltonian. This stacking operation respects the notion of phase equivalence and thus defines an additive structure on the set of SPT phases.

We can reinterpret the stacking operation as composition of finite depth circuits of local unitaries that create the corresponding SPT ground states from a product state. To see this, suppose that $\hat{U}$ and $\hat{U}'$ are two such circuits that act on identical Hilbert spaces made out of sites which form identical $G$ representations. The ground state of the stacked system is

$$\langle \hat{U} \otimes \hat{U}' \rangle (|0\rangle \otimes |0\rangle') = (\hat{U}|0\rangle) \otimes (\hat{U}'|0\rangle').$$

(61)

Now let $\hat{V}$ be the unitary operator which exchanges the two layers. Note that $\hat{V}$ can be defined as a tensor product of finite-dimensional unitaries acting on the individual supersites, where they just swap the two sites in each supersite. $\hat{V}$ clearly commutes with the action of the global symmetry, and we have

$$\hat{V}(\hat{U} \otimes 1)\hat{V}^\dagger (1 \otimes \hat{U}')(|0\rangle \otimes |0\rangle') = (1 \otimes \hat{U}\hat{U}')(|0\rangle \otimes |0\rangle') = |0\rangle \otimes (\hat{U}\hat{U}'|0\rangle').$$

(62)

Hence, Eq. (62) is equivalent to the state obtained by composing the two circuits. Notice that $\hat{V}$ can be continuously connected to the identity via a path in the space of symmetric finite depth circuits. To construct such a path, one just needs to find a path connecting the swap unitary to the identity for a single supersite and tensor these over all the supersites. For a single supersite, the problem is straightforward. This is because, in a finite-dimensional Hilbert space, any symmetric unitary is connected to the identity through a path in the space of symmetric unitaries, as can be seen by breaking up the Hilbert space into irreducible representations of $G$ and applying Schur’s lemma.

We now use this equivalence between stacking and composing circuits to derive the stacking rule for our supercohomology SPT models. In particular, this will show that the supercohomology SPT phases form a closed subgroup under stacking.

B. Computation of stacking rules by composing circuits

Let $(n, \nu)$ and $(n', \nu')$ be two sets of supercohomology data. Further, denote the bosonic finite depth circuits obtained from $(n, \nu)$ and $(n', \nu')$ via our construction by $\hat{U}^n_b$ and $\hat{U}^{n'}_b$, respectively. The composition of $\hat{U}^n_b$ with
$\hat{U}_b^{n'\nu'}$ yields a finite depth circuit corresponding to yet another set of supercohomology data. This can be seen by explicit computation. The product of $\hat{U}_b^n$ with $\hat{U}_b^{n'\nu'}$ is

$$
\hat{U}_b^n \hat{U}_b^{n'\nu'} = \prod_{(pqr)} \left( \hat{U}^{\nu'}_{pq} \hat{Z}^{\nu}_p \right) \prod_{(pq)} \hat{X}^{n\nu}_p \prod_{(pq)} \hat{W}^{\nu}_p \times \prod_{(pqr)} \left( \hat{U}^{\nu'}_{pq} \hat{Z}^{\nu}_p \right) \prod_{(pq)} \hat{X}^{n\nu}_p \prod_{(pq)} \hat{W}^{\nu}_p .
$$

(63)

To obtain an expression in the same form as $\hat{U}_b$, and thus reveal the group structure of the fermionic circuits, we group similar terms. In doing so, the only nontrivial signs arise when we move

$$
\prod_{(pqr)} \hat{W}^{\nu}_p \hat{X}^{n\nu}_p \text{ past } \prod_{(pq)} \hat{X}^{n\nu}_p
$$

and

$$
\prod_{(pqr)} \hat{X}^{n\nu}_p \hat{Z}^{\nu}_p \text{ past } \prod_{(pq)} \hat{Z}^{\nu}_p \hat{X}^{n\nu}_p .
$$

(64) (65)

Using $\delta n = 0$, we can write the resulting sign as

$$
\prod_{(pqr)} (-1)^{\nu_p \nu_{pqr} + 2\nu_p \nu_{pqr}} .
$$

(66)

We then have

$$
\hat{U}_b^n \hat{U}_b^{n'\nu'} = \prod_{(pqr)} \left( \hat{U}^{\nu'}_{pq} \hat{Z}^{\nu}_p \right) \prod_{(pq)} \hat{X}^{n\nu}_p \hat{W}^{\nu}_p \prod_{(pq)} \hat{X}^{n\nu}_p \hat{W}^{\nu}_p .
$$

(67)

This is precisely the circuit $\hat{U}_b$ formed from the input supercohomology data $(n + n', \nu \nu' (-1)^{n_i n'_i})$, where [40]

$$
(n \cup_1 n')(g_p, g_q, g_r, 1) = n(g_p, g_q, 1)n'(g_p, g_q, g_r) + n(g_p, g_q, 1)n'(g_q, g_r, 1)
$$

(68)

agrees with the sign in Eqs. (66) and (67).

Therefore, stacking the fermionic SPT phases corresponding to $(n, \nu)$ and $(n', \nu')$ results in the fermionic SPT phase corresponding to $(n + n', \nu \nu' (-1)^{n_i n'_i})$, or

$$
(n, \nu) \ast (n', \nu') = (n + n', \nu \nu' (-1)^{n_i n'_i}) ,
$$

(69)

with the asterisk denoting the stacking operation. This is in accord with the supercohomology data group law found in Ref. [3] through continuum space-time methods.

C. Equivalence relation on supercohomology data

The stacking rules allow us to define a physically motivated notion of equivalence between two sets of supercohomology data, which agrees with the mathematical one given in, e.g., Ref. [13]. We will say that two sets of supercohomology data are equivalent if the corresponding fermionic SPT Hamiltonians $\hat{H}_f$, constructed in Sec. III D, are in the same phase.

Consider the supercohomology data [40]

$$
(n_0, \nu_0) = (\delta \beta, (-1)^{\beta \delta \beta} \delta \omega) ,
$$

(70)

where $\beta : G \times G \rightarrow \mathbb{Z}_2$ and $\omega : G \times G \times G \rightarrow U(1)$ are both homogeneous. We claim that this set of data gives a finite depth circuit $\hat{U}_b^{n_0 \nu_0}$ built from symmetric local unitaries (up to factors of $\hat{G}_p$); i.e., the fermionic SPT phase corresponding to this set of data is trivial [20]. In Appendix F, we compute $\hat{U}_b^{n_0 \nu_0}$ in detail, and we simply state the result here:

$$
\hat{U}_b^{n_0 \nu_0} = \prod_{(pqr)} \hat{Z}^{\nu}_{pq} \prod_{(pq)} \hat{X}^{n\nu}_p \prod_{(pq)} \hat{W}^{\nu}_p \prod_{p} \hat{G}_p .
$$

(71)

Above, $\hat{\omega}_{pq}, \hat{\beta}_{pq},$ and $\hat{\beta}_p$ are defined by

$$
\hat{\omega}_{pq}(\{g_i\}) = \omega(g_p, g_q, g_r)(\{g_q\}) ,
$$

(72)

$$
\hat{\beta}_{pq}(\{g_i\}) = \beta(g_p, g_q)(\{g_q\}) ,
$$

(73)

$$
\hat{\beta}_p(\{g_i\}) = \beta(g_p, 1)(\{g_q\}) .
$$

(74)

The local unitary operators in $\hat{U}_b^{n_0 \nu_0}$ (besides $\hat{G}_p$) are then manifestly symmetric due to the homogeneity properties of $\beta$ and $\omega$. Fermionization maps $\hat{G}_p$ to the identity, so the finite depth circuit $\hat{U}_f^{n_0 \nu_0}$ obtained from fermionization is indeed built from symmetric local unitaries. Hence, $\hat{U}_b^{n_0 \nu_0}$ applied to a trivial product state gives us a trivial SPT.

Stacking a trivial SPT phase leaves the system in the same phase. Therefore, composition of $\hat{U}_b^{n_0 \nu_0}$ with $\hat{U}_b^n$ should give us a circuit corresponding to some supercohomology data that are equivalent to $(n, \nu)$. According to the composition rules Eq. (69) in the previous section, the product $\hat{U}_b^{n_0 \nu_0} \hat{U}_b^n$ is the circuit corresponding to the supercohomology data [41]

$$
(n + \delta \beta, \nu(-1)^{\beta \delta \beta + n \beta \beta} \delta \omega(-1)^{n \beta \beta}) .
$$

(75)

$\omega(-1)^{n \beta \beta}$ in Eq. (75) is some homogeneous function, which we denote as $\eta$, from $G \times G \times G$ to $U(1)$. Therefore,
two sets of supercohomology data \((n, \nu)\) and \((n', \nu')\) are equivalent if there exists a homogeneous function \(\beta: G \times G \to \mathbb{Z}_2\) and homogeneous function \(\eta: G \times G \times G \to U(1)\), such that

\[
n' = n + \delta \beta, \\
\nu' = \nu(-1)^{\beta \nu \delta + n \beta \delta + \beta m \delta \eta}.
\] (76)

It can be checked that this is a symmetric and transitive relation, and hence defines an equivalence relation. In what follows, we show that two sets of group supercohomology data that are inequivalent with respect to this relation necessarily give rise to distinct SPT phases.

D. Quantized invariants for fermionic SPT phases

We are now in a position to establish group supercohomology data as quantized invariants for fermionic SPT phases at the level of gapped lattice Hamiltonians. In the previous section, two sets of supercohomology data were said to be equivalent if they correspond to the same fermionic SPT phase. Therefore, we need only argue that inequivalent sets of supercohomology data necessarily correspond to distinct fermionic SPT phases.

Suppose \((n', \nu')\) and \((n'', \nu'')\) are inequivalent choices of group supercohomology data with respect to the equivalence relation Eq. (76). We show that the corresponding models are in distinct SPT phases. First, we stack the phase algebra relation Eq. (76). For example, we show that the corresponding bosonic shadow model is symmetric up to factors of \(\mathbb{Z}_2\). It can be checked that this is a symmetric and transitive relation, and hence defines an equivalence relation. In what follows, we show that two sets of bosonic supercohomology data that are inequivalent with respect to this relation necessarily give rise to distinct SPT phases.

D. Quantized invariants for fermionic SPT phases

We are now in a position to establish group supercohomology data as quantized invariants for fermionic SPT phases at the level of gapped lattice Hamiltonians. In the previous section, two sets of supercohomology data were said to be equivalent if they correspond to the same fermionic SPT phase. Therefore, we need only argue that inequivalent sets of supercohomology data necessarily correspond to distinct fermionic SPT phases.

Suppose \((n', \nu')\) and \((n'', \nu'')\) are inequivalent choices of bosonic supercohomology data with respect to the equivalence relation Eq. (76). We show that the corresponding bosonic shadow models are in distinct SPT phases. First, we stack the phase corresponding to \((n', \nu')\) with the inverse of the phase corresponding to \((n'', \nu'')\). Then, using the fact that SPT phases form an Abelian group under stacking, the two phases will be distinct if and only if

\[
(n, \nu) \equiv (n', \nu') \ast (n'', \nu'')^{-1}
\] (77)

gives rise to a nontrivial fermionic SPT phase. In other words, we need to demonstrate that \((n, \nu)\) corresponds to a nontrivial phase whenever it is not of the form Eq. (70).

To show that the phase corresponding to \((n, \nu)\) is nontrivial, we bosonize it, i.e., reverse the fermionization procedure described above. This should simply return our bosonic shadow model. However, because the bosonization dictionary is many to one, in the sense that all the \(\hat{G}_p\) operators map to the identity on the fermionic side, we have to define our bosonization procedure carefully to avoid ambiguities. We do this by dressing each local term on the bosonic side with a projector onto the \(\hat{G}_p = 1\) Hilbert space everywhere in the vicinity of that term and by adding a term \(-\sum_p \hat{G}_p\) to ensure that the ground state is in the \(\hat{G}_p = 1\) subspace. It is important to note that this bosonization can be performed for any gapped fermionic Hamiltonian defined on our Hilbert space, not just on our specific fixed point model. Now, having mapped the fermionic SPT Hamiltonian corresponding to \((n, \nu)\) to a bosonic symmetry-enriched toric code Hamiltonian, we look for quantized invariants of the symmetry-enriched model that can then be pulled back to give fermionic SPT invariants.

If \((n, \nu)\) is nontrivial, i.e., not of the form Eq. (70), then there are two cases. The first is that \(n\) cannot be written in the form \(n = \delta \beta\) for any choice of \(\beta\) [\(\beta\) defined below Eq. (70)]. The second is that \(n\) can be written as \(\delta \beta\), but \(\nu\) is nontrivial (clarified below). We treat these cases in turn.

Case 1.—Assume that \(n\) cannot be written as \(\delta \beta\). Then, after bosonizing, we will show that the fermion parity flux excitations (e or \(m\) excitations of the bosonic shadow model) carry the nontrivial fractionization class \(n \in H^2(G, \mathbb{Z}_2)\). Starting with the ground state of the bosonic shadow model \(|\Psi_b\rangle\), we can create a pair of \(e\) excitations at some well-separated vertices \(a\) and \(b\) by applying a string operator. From this state, a low-energy Hilbert space \(\mathcal{H}_L\) is obtained by projecting onto fixed values of the \(G\) spins \(g_a\) and \(g_b\) at vertices \(a\) and \(b\), respectively. \(\mathcal{H}_L\) has dimension \(|G|^2\), with a natural basis \(|\Psi_{ee}^{a,b}; g_a, g_b\rangle\). Explicitly,

\[
|\Psi_{ee}^{a,b}; g_a, g_b\rangle = \hat{U}_b^{m_{ee}^{a,b}}|\Psi_{ee}^{TC}; g_a, g_b\rangle,
\] (78)

where \(|\Psi_{ee}^{TC}; g_a, g_b\rangle\) is the toric code state consisting of two \(e\) excitations at \(a\) and \(b\), respectively, tensored with a trivial \(G\)-spin paramagnet on all vertices \(p \neq a, b\) and \(G\) spins at \(a\) and \(b\) fixed to \(g_a, g_b\), respectively.

Letting \(\hat{V}(g)\) be the global on-site symmetry operator corresponding to the group element \(g\), we now compute \(\hat{V}(g)|\Psi_{ee}^{a,b}; g_a, g_b\rangle\):

\[
\hat{V}(g)|\Psi_{ee}^{a,b}; g_a, g_b\rangle = \hat{V}(g)|\Psi_{ee}^{a,b}; g_a, g_b\rangle,
\] (79)

Using the fact (proved in Appendix B) that \(\hat{U}_b^{n}\) is symmetric up to factors of \(\hat{G}_p\),

\[
\hat{V}(g)|\Psi_{ee}^{a,b}; g_a, g_b\rangle = \hat{V}(g)|\Psi_{ee}^{a,b}; g_a, g_b\rangle,
\] (80)

where \(\hat{n}_g^p\) is defined by

\[
\hat{n}_g^p|\{g_t\}\rangle = n(g_p, 1, g)|\{g_t\}\rangle,
\] (81)

we have

\[
\hat{V}(g)|\Psi_{ee}^{a,b}; g_a, g_b\rangle = \hat{U}_b^{m_{ee}^{a,b}}\prod_p \hat{G}_p^{n_{ee}^p}|\Psi_{ee}^{TC}; g_a, g_b\rangle
\]
\[
= \hat{U}_b^{m_{ee}^{a,b}}(-1)^{n_{ee}^a}(-1)^{n_{ee}^b}|\Psi_{ee}^{TC}; g_a, g_b\rangle
\]
\[
= (-1)^n|\Psi_{ee}^{TC}; g_a, g_b\rangle.
\] (82)

Focusing on just the \(a\) vertex, we see from Eq. (82) that the local effective action of \(\hat{V}(g)\) near \(a\) is given by the operator
\[ \tilde{V}_a(g) |_{\Psi'^e; g_a, g_b} = (-1)^{n(g_a, 1.g)} |_{\Psi'^e; g_a, g_b}. \]  

With \( \tilde{V}_b(g) \) defined analogously, we recover \( \tilde{V}_a(g) \tilde{V}_b(g) = \tilde{V}(g) \), as required. Note that there is a \( g \)-dependent sign ambiguity in the definition of this local effective action. (A possible phase ambiguity is restricted to just an ambiguity in sign by the \[ \{7, 21\} \].) Pulling back via bosonization, this implies that the ambiguity in sign by the \( \Delta = V \) symmetry is indeed given by

\[ \tilde{V}_a(g) \tilde{V}_a(h) |_{\Psi'^e; g_a, g_b} = (-1)^{n(hg_a, 1.h) + n(hg_b, 1.h)} |_{\Psi'^e; ghg_a, g_b}, \]  

while for \( \tilde{V}_a(g) \), we have

\[ \tilde{V}_a(g) |_{\Psi'^e; g_a, g_b} = (-1)^{n(g_b, 1.g)} |_{\Psi'^e; ghg_a, g_b}. \]  

Using \( \delta n = 0 \) and the homogeneity of \( n \), we see that the difference in sign between the far right-hand side of Eq. (84) and the right-hand side of Eq. (85) is precisely \( (-1)^{n(1.g, g h)} \). Thus, the fractionalization class of the local symmetry action is indeed given by \( n \). Accounting for the \( g \)-dependent sign ambiguity in the local symmetry action noted just below Eq. (70), one can show \[ \{10, 21\} \] that the symmetry fractionalization is well defined with \( n \in H^2(G, \mathbb{Z}_2) \).

The nontrivial symmetry action on the fermion parity fluxes indicates that the bosonic shadow model corresponding to \( (n, \nu) \) is in a nontrivial symmetry-enriched phase \[ \{7, 21\} \]. Pulling back via bosonization, this implies that the fermionic SPT corresponding to \( (n, \nu) \) is nontrivial. Hence, the fermionic SPT phases given by \( (n', \nu') \) and \( (n'', \nu'') \) are distinct. Alternatively, the nontrivial symmetry fractionalization can be seen more informally by recalling that the shadow model comes from gauging the \( \mathbb{Z}_2 \) subgroup of \( \tilde{G} \), with \( \tilde{G} \) the \( \mathbb{Z}_2 \) extension of \( G \) determined by \( n \). Therefore, the \( G \) group law relations close only modulo a \( \mathbb{Z}_2 \) gauge transformation, and the fermion parity flux, being charged under this gauged \( \mathbb{Z}_2 \), acquires minus signs corresponding to the fractionalization class \( n \) when acted on by global \( G \) symmetry.

Case 2.—Now, suppose instead that \( n \) is trivial; i.e., \( n = \delta \beta \). Then, using the equivalence relation Eq. (76), we can “gauge” \( n \) away entirely, so that the supercohomology data \( (n, \nu) \) are equivalent to \( (0, \tilde{\nu}) \), with \( \delta \tilde{\nu} = 0 \). For \( (0, \tilde{\nu}) \) to be nontrivial, it must be that there does not exist an \( \omega \) [as defined below Eq. (70)], such that \( \delta \omega = \tilde{\nu} \). That is to say, \( \tilde{\nu} \) must be nontrivial in \( H^1(G, U(1)) \).

The fixed point fermionic circuit \( \tilde{U}^F_b \) corresponding to \( (0, \tilde{\nu}) \) acts trivially on the fermionic d.o.f., whereas the portion of it that acts on the bosonic \( G \)-spin d.o.f. is precisely the circuit that constructs a group cohomology SPT ground state from a trivial product state \[ \{1\} \]. To see that this system is nontrivial as a fermionic SPT, we bosonize the system. The result is a trivial toric code phase stacked with the bosonic group cohomology phase corresponding to \( \tilde{\nu} \). This symmetry-enriched toric code is precisely what one obtains from gauging the \( \mathbb{Z}_2 \) subgroup of \( G \times \mathbb{Z}_2 \) in the ordinary bosonic SPT of \( G \times \mathbb{Z}_2 \) with cocycle \( \tilde{\nu} \otimes 1 \). \( \tilde{\nu} \otimes 1 \) is nontrivial in \( H^3(G \times \mathbb{Z}_2, U(1)) \) by K"unneth’s theorem \[ \{43\} \] and the assumption that \( \tilde{\nu} \) is nontrivial.

We have thus shown that Eq. (76) generates the maximal possible set of equivalence relations on supercohomology data, with inequivalent data necessarily giving rise to distinct phases. A subtle point is that the fermionic phases corresponding to inequivalent sets of supercohomology data \( (n', \nu') \) and \( (n'', \nu'') \) might still bosonize into the same symmetry-enriched toric code phase \[ \{7\} \]. Hence, it was important in the above argument to bosonize the model corresponding to \( (n', \nu') \ast (n'', \nu'')^{-1} \), rather than bosonizing those corresponding to \( (n', \nu') \) and \( (n'', \nu'') \) individually. This subtlety arises in the \( G = \mathbb{Z}_2 \) example, which we discuss below.

### E. Example: \( G = \mathbb{Z}_2 \)

For \( G = \mathbb{Z}_2 \), we have

\[ \tilde{U}^F_b = \prod_{\langle pq \rangle} (\pm i)^{s_p s_q (1-i_p) s_b} \tilde{Z}^{1-i_p} \tilde{Z}^{1-i_b}. \]

Let us square this circuit. Then the sign in Eq. (66) is just +1, so that, according to Eq. (67), we get

\[ (\tilde{U}^F_b)^2 = \prod_{\langle pq \rangle} \tilde{E}^{2}_{pq}, \]

but

\[ \tilde{E}^{2}_{pq} = (1)^{s_p (1-i_b) s_b}. \]

is just the nontrivial cocycle in \( H^3(\mathbb{Z}_2, U(1)) \) evaluated on \( (s_p, s_q, s_r, 0) \). Therefore, the circuit \( (\tilde{U}^F_b)^2 \) builds the nontrivial bosonic \( \mathbb{Z}_2 \) SPT \[ \{1, 2\} \]. Thus, stacking two identical copies of either the + or – group supercohomology phase results in the nontrivial bosonic \( \mathbb{Z}_2 \) SPT phase, and in this sense, these group supercohomology phases are “square roots” of the bosonic phase.

Note that bosonizing the + and – phases actually results in the same symmetry-enriched topological order. Indeed, after gauging the \( \mathbb{Z}_2 \) global symmetry, the resulting twisted
$\mathbb{Z}_4$ topological orders are the same. This can be seen from the fact that both can be obtained by gauging $\mathbb{Z}_4$ in the corresponding auxiliary $\mathbb{Z}_4$ bosonic SPTs, and the 3-cocycles defining these SPTs differ by the generator of $H^3(\mathbb{Z}_2, U(1))$ pulled back to $H^3(\mathbb{Z}_4, U(1))$, which is trivial. Thus, the $+$ and $-$ phases cannot be distinguished in this simple way; nevertheless, we know they correspond to distinct fermionic SPT phases by the argument in the previous section.

V. DISCUSSION

We show how to use group supercohomology data $(n, \nu)$, together with a choice of spin structure on a 2D oriented manifold $M$, to construct a corresponding lattice fermionic SPT Hamiltonian on $M$. Our procedure cleanly disentangles the roles of the supercohomology data and spin structure. The former is used to build a bosonic shadow model, and the latter to fermionize this model. Another advantage of our procedure is that it explicitly builds the finite depth circuit of local unitaries $\hat{U}_f$ that creates the desired fermionic SPT ground state from a product state. Our SPT Hamiltonian is then

$$\hat{H}_f = \hat{U}_f \hat{H}_0^f \hat{U}_f^\dagger,$$

where $\hat{H}_0^f$ is the trivial fermionic Hamiltonian—an atomic insulator tensored with a trivial $G$-spin paramagnet whose ground state is a product state with zero fermion occupancy. Key to this approach is the fact that the circuit $\hat{U}_f$ is $G$ symmetric. This is the case despite the fact that the individual local unitaries that make up the circuit cannot all be $G$ symmetric, for otherwise the fermionic SPT would be trivial. Note that while we have assumed that the global action of $G$ is unitary, we expect our construction to generalize to antiunitary symmetries with only minor modifications.

Our commuting projector Hamiltonians suffice to show that the supercohomology phases protected by Abelian groups [44] can be many-body localized. The couplings in the Hamiltonian [45] $\hat{H}_0^f$ can be disordered (or made quasiperiodic), leading to a many-body localized Hamiltonian [26–30], or at least one that has a long thermalization timescale. Since $\hat{H}_f$ is just the conjugate of $\hat{H}_0^f$ by a finite depth circuit, the same is true of $\hat{H}_f$.

The fermionization duality that was used to construct our zero correlation length lattice models can also be reversed and used to bosonize fermionic SPT Hamiltonians. This, together with a reinterpretation of the stacking structure of SPT phases in terms of composition of the corresponding finite depth circuits, allows well-established invariants of the bosonic symmetry-enriched toric code to be pulled back to these fermionic SPT Hamiltonians. The result is a classification of fermionic supercohomology SPT phases, with inequivalent supercohomology data necessarily defining distinct phases.

One may ask whether a similar construction is possible for the so-called beyond-supercohomology phases [3,6,7,9,13,39] in $(2+1)$D. That is, for these phases, can an exactly solvable model be obtained by conjugating a trivial fermionic Hamiltonian by a symmetric finite depth circuit of local unitaries? We argue that, in contrast to the supercohomology phases, the answer is no. In particular, we claim that the ground states of beyond-supercohomology phases cannot be constructed from a trivial product state by applying a globally symmetric finite depth circuit of local unitaries. See Appendix G for further discussion.

It is worth discussing the relation of our work to previous work. Supercohomology models were introduced in the pioneering work of Ref. [5], where wave functions for these models were written down from a lattice path integral. However, the wave functions were only explicitly constructed on a specific planar lattice and required seemingly arbitrary choices to account for a spin structure. In Ref. [12], a related wave function, for the so-called fermionic toric code, was written down; this is the topological order that would result from gauging the global $Z^2$ in our $G = Z_2$ models. The ground states were defined by graphical rules, but again, the spin structure was encoded in these rules in a nonmanifest way. The roles of the spin structure and group supercohomology data were disentangled in Ref. [4], but only in a lattice space-time formalism. Reference [3] extended this to beyond-supercohomology models, and also made the connection between the supercohomology data and the algebraic data defining the shadow models. Insofar as lattice Hamiltonians, Refs. [11,39] clarified the role of spin structure in beyond-supercohomology models, and Ref. [9] extended this to include supercohomology models; however, Ref. [9] did not write down explicit Hamiltonians, but rather defined the ground states implicitly using certain self-consistent lattice-deforming local rules. The present work builds on these developments by constructing explicit Hamiltonians, as well as building the ground states explicitly using finite depth circuits, on oriented $2d$ manifolds of any topology. It uses in an essential way the $(2+1)$D bosonization duality introduced in Ref. [15].

There are many possible avenues for future work. One would be to extend this formalism to group supercohomology models in three spatial dimensions. Another avenue is to extend the present formalism to more complicated groups than $G \times Z_2^d$, such as ones where the fermion parity symmetry forms a nontrivial subgroup of the overall symmetry. Yet another possibility is to extend the quantum circuit formalism to beyond-supercohomology models, both in two and three spatial dimensions. It may also be fruitful to understand our work in terms of tensor network states and operators. Indeed, preliminary investigations suggest that the bosonization duality can naturally be
interpreted as a tensor network operator. It would then be
nice to understand the relation between the present work
and the fermionic models written down in Ref. [8]. Further,
our finite depth circuits could be used to study the edge
theories of these fermionic SPT phases. Finally, it would
be interesting to study the classification of symmetry-
enriched phases using finite depth circuits applied to the
ground states of fixed point Hamiltonians. The circuits
\( \hat{U}_g \), introduced in Sec. II D, construct ground states
of symmetry-enriched toric code phases from a trivial toric
code state, and thus provide a nontrivial realization of such
a construction.
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Note added.—Recently, we learned of a related work by
Tantivasadakarn and Vishwanath [46], which also con-
struits a many-body localizable model for the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \)
group supercohomology SPT.

APPENDIX A: DERIVATION OF THE BOSONIC
SHADOW THEORY GROUND STATE AND THE
“STANDARD” PARENT HAMILTONIAN

In this Appendix, we provide a derivation of the bosonic
shadow theory ground state \( \Psi_b \) introduced in Sec. II C.
Recall that the first step of the construction is to form an
auxiliary \( \tilde{G} \) bosonic SPT from a choice of normalized \([19]\)
supercohomology data \((n, \nu)\), where \( \tilde{G} \) is a \( \mathbb{Z}_2 \) extension of
\( G \) by \( n \). The next step is to gauge the \( \mathbb{Z}_2 \) subgroup of \( \tilde{G} \)
in the standard way by minimally coupling the SPT
Hamiltonian to a \( \mathbb{Z}_2 \) gauge field. We implement this
procedure explicitly and argue that the symmetry-enriched
Hamiltonian obtained from this procedure—which we refer
to as the “standard” symmetry-enriched Hamiltonian—can
in principle be fermionized since it commutes with the
modified Gauss law \( \hat{G}_p \) for all \( p \).

1. Gauging the \( \mathbb{Z}_2 \subset \tilde{G} \)

As stated in Eq. (10), the auxiliary \( \tilde{G} \) SPT ground state
wave function in the configuration basis is

\[
\Psi_{\text{SPT}}(\{g_p^{(m_p)}\}) = \prod_{\langle pqr \rangle} \alpha(g_p^{(m_p)}, g_q^{(m_q)}, g_r^{(m_r)}, 1)^{\delta_{pqr}}, \quad (A1)
\]

[Recall that \( \alpha \) can be expressed in terms of \( n, \nu, \) and \( \epsilon \) using
Eq. (11).] A simple Hamiltonian \( \hat{H}_{\text{SPT}} \) with this ground
state is

\[
\hat{H}_{\text{SPT}} = -\hat{U}_{\text{SPT}} \left( \sum_p \hat{P}_{\text{sym}}^p \right) \hat{U}_{\text{SPT}}^\dagger, \quad (A2)
\]

where \( \hat{U}_{\text{SPT}} \) is the finite depth circuit of local unitaries
defined by matrix elements

\[
\langle \{h_p^{(\epsilon_p)}\}|\hat{U}_{\text{SPT}}|\{g_p^{(m_p)}\} \rangle = \delta_{\{h_p^{(\epsilon_p)}\}, \{g_p^{(m_p)}\}} \prod_{\langle pqr \rangle} \alpha(p^{(m_p)}, q^{(m_q)}, r^{(m_r)}, 1)^{\delta_{pqr}}, \quad (A3)
\]

and \( \hat{P}_{\text{sym}}^p \) is the projector onto the symmetric state at
vertex \( p \),

\[
\frac{1}{\sqrt{|G|}} \sum_{g_p^{(m_p)} \in G} |g_p^{(m_p)}\rangle,
\]

tensored with the identity on the remaining sites.

We gauge the \( \mathbb{Z}_2 \) subgroup of \( \tilde{G} \) using the usual
algorithm as described in Refs. [2,47]. First, we introduce
at each link \( \langle pq \rangle \) a spin-1/2 Hilbert space with Pauli
operators \( \hat{\mu}^{pq}_p \) and \( \hat{\mu}^{pq}_{q} \), and at all sites \( p \), impose the gauge
constraint

\[
\prod_{\langle ij \rangle \ni p} \hat{\mu}^{ij}_p = 1^{\mathbb{Z}_2} \quad (A5)
\]

Here, the product runs over all links starting or ending on \( p \),
and \( 1^{\mathbb{Z}_2} \) is the operator that on vertex \( p \) takes

\[
|g_p^{(m_p)}\rangle \rightarrow |g_p^{(m_p+1)}\rangle, \quad (A6)
\]

and acts as the identity on all other sites. In other words, the
action of \( 1^{\mathbb{Z}_2} \) in the configuration basis is multiplication by
the generator of the \( \mathbb{Z}_2 \) subgroup, \( 1^{(1)} \), with the assumption
that \( n \) is normalized.

Second, we minimally couple each term in Eq. (A2) to
the \( \mathbb{Z}_2 \) gauge field d.o.f. In order to make this gauging
procedure unambiguous, we multiply each term by a
projector onto trivial \( \mathbb{Z}_2 \) flux on triangles in the vicinity
of that term, and add the term

\[
-J \sum_{\langle pqr \rangle} \hat{\mu}^{pq}_p \hat{e}^c_{pq} \hat{\mu}^{pq}_q \hat{e}^c_{qr} \hat{\mu}^{pq}_r, \quad (A7)
\]

with \( J \) large enough to ensure that the ground state is in
the trivial \( \mathbb{Z}_2 \) flux sector. The result is a Hamiltonian
\( \hat{H}_{\text{gauged}} \) which is invariant under the gauge constraints
in Eq. (A5).
A ground state of $\hat{H}_{\text{gauged}}$ can be written as

$$\Psi_{\text{gauged}}(\{g_{pq}^{(m)}, \{\mu_{pq}^{z}\})$$

$$= \prod_{(pqr)} \nu(g_p, g_q, g_r, 1)^{o_{pqr}}(\mu_{pq}^{z}(-1)^{\nu_{pqr}})^{m(g_p, g_q, 1)}$$

$$\times \left( \prod_{(pqr)} \delta_{W_{pqr}, 1} \right) h(\{\mu_{pq}^{z}\})$$.

(A8)

The function $h$ determines the holonomy of the particular ground state. The ground state with trivial holonomy, for example, is obtained with the choice of $h$:

$$h(\{\mu_{pq}^{z}\}) = \begin{cases} 1 & \text{if } \{\mu_{pq}^{z}\} \sim \{\mu_{pq}^{z} = +1\} \\ 0 & \text{otherwise}, \end{cases}$$

(A9)

where $\sim$ means “gauge equivalent to.” For the ground states with nontrivial holonomy, $h$ is defined similarly.

The $\delta$ function in Eq. (A8) is a consequence of the flux penalizing term in the gauging procedure. The $\mu^z$ flux is

$$W_{pqr} = \mu_{pq}^{z} \mu_{qr}^{z} \mu_{pr}^{z},$$

so the $\delta$ function

$$\delta_{W_{pqr}, 1} = \begin{cases} 1 & \text{if } W_{pqr} = 1 \\ 0 & \text{otherwise} \end{cases}$$

(A11)

ensures that all configurations in the ground states have trivial $\mu^z$ flux.

In going from Eq. (A1) to Eq. (A8), we have also multiplied $(-1)^{\nu_{pqr}}$ by $\mu_{pq}^{z}$. This guarantees that $\Psi_{\text{gauged}}$ is gauge invariant and reduces to $\Psi_{\text{SPF}}$ when all $\mu_{pq}^{z} = +1$.

2. Mapping to unconstrained variables

To obtain $\Psi_{b}$ as expressed in Sec. II C, we must rewrite the system in terms of unconstrained variables. To this end, we define an isomorphism of operator algebras below. This isomorphism will allow us to convert $\hat{H}_{\text{gauged}}$ into $\hat{H}_{b}$, a Hamiltonian acting on an unconstrained Hilbert space with ground state $\Psi_{b}$. On one side of the isomorphism, we have the algebra $\mathcal{A}_{\text{constrained}}$ appearing in the previous section and consisting of gauge-invariant operators, modulo the Gauss law relation. On the other side of the isomorphism, we have $\mathcal{A}_{\text{unconstrained}}$, an operator algebra naturally represented on a tensor product Hilbert space with d.o.f. matching those of the bosonic shadow theory. We now define $\mathcal{A}_{\text{constrained}}$ and $\mathcal{A}_{\text{unconstrained}}$ more carefully and write an explicit isomorphism between the two algebras.

a. Algebra of constrained operators $\mathcal{A}_{\text{constrained}}$

$\mathcal{A}_{\text{constrained}}$ admits a representation on the Hilbert space discussed in the previous section, i.e., $\tilde{G}$ d.o.f. on vertices and spin-1/2 d.o.f. on links. It can be generated by $\hat{\epsilon}_{p}^{Z}, \hat{g}_{p}^{(0)}, \tilde{P}_{p}^{\nu}, \tilde{\mu}_{pq}^{z}$, and $(-1)^{\nu_{pq}}\hat{\mu}_{pq}^{z}$ obeying the relation

$$\prod_{(rt)\neq p} \hat{\mu}_{rt}^{z} = \hat{\epsilon}_{p}^{Z}$$

(A12)

for all $p$. Here, $\hat{g}_{p}^{(0)}$ and $\tilde{P}_{p}^{\nu}$ are defined by their action on a configuration state:

$$\hat{g}_{p}^{(0)} | (g_{rt})^{(\nu_{rt})} \rangle = | (g_{rt})^{(\nu_{rt})} \rangle$$

(A13)

and

$$\tilde{P}_{p}^{\nu} | (h_{g})^{(\nu_{g})} \rangle = \delta_{g_{p}, h_{p}} | (h_{g})^{(\nu_{g})} \rangle.$$ (A14)

In words, $\hat{g}_{p}^{(0)}$ is the operator that multiplies by $g^{(0)}$ at vertex $p$ and acts as the identity elsewhere, while $\tilde{P}_{p}^{\nu}$ is the projector onto the subspace spanned by states with configuration $g^{(0)}$ or $g^{(1)}$ at vertex $p$.

Finally, $\hat{\epsilon}_{pq}$, appearing in the generator $(-1)^{\nu_{pq}}\hat{\mu}_{pq}^{z}$, is given by

$$\hat{\epsilon}_{pq} | (g_{pq})^{(m_{pq})} \rangle = e \left( \left( g_{pq}^{(m_{pq})} \right)^{1} g_{pq}^{(m_{pq})} \right) | (g_{pq})^{(m_{pq})} \rangle.$$ (A15)

It can be checked that products of $\hat{g}_{p}^{(0)}, \tilde{P}_{p}^{\nu}, \tilde{\mu}_{pq}^{z}$ span all gauge-invariant operators.

b. Algebra of unconstrained operators $\mathcal{A}_{\text{unconstrained}}$

We represent $\mathcal{A}_{\text{unconstrained}}$ on a tensor product Hilbert space composed of $G$ d.o.f. $| g_{p} \rangle$ on vertices and spin-1/2 d.o.f. on links. The generators of this operator algebra acting on vertex Hilbert spaces are $\hat{g}_{p}$ and $\tilde{P}_{p}^{\nu}$ defined by

$$\hat{g}_{p} | (h_{g}) \rangle = | (gh) \rangle$$

(A16)

and

$$\tilde{P}_{p}^{\nu} | (h_{g}) \rangle = \delta_{g_{p}, h_{p}} | (h_{g}) \rangle.$$ (A17)

We take generators acting on the link Hilbert spaces to be the Pauli operators $\hat{X}_{pq}$ and $\hat{Z}_{pq}$.

c. Isomorphism of $\mathcal{A}_{\text{constrained}}$ with $\mathcal{A}_{\text{unconstrained}}$

An isomorphism of $\mathcal{A}_{\text{constrained}}$ with $\mathcal{A}_{\text{unconstrained}}$ is given by the map of generators:
relations exhibited by
Explicitly, 
apply this isomorphism to
\[ \xi_A \text{ is mapped to the identity.} \]
and
the right-hand side of the mapping Eq. (A18).

Note that the operators belonging to
and
and
act on configuration states as

\[ \tilde{g}_p^{(0)}(-1)^{r_{pq}} = (-1)^{2r_{pq}y_{pq}}g_p^{(0)}(\tilde{g}_p^{(0)}) \]

(A19)

Explicitly, \( \tilde{g}_p^{(0)} \) and \( \tilde{g}_p^{(0)} \) act on configuration states as

\[ \tilde{g}_p^{(0)} \{ \{ h \} \} = \{ n(1, h_p, h_q) + n(1, g_p, g_p h_p) + n(1, g_p h_p, h_q) \} \{ \{ h \} \} \]

(A21)

and

\[ \tilde{g}_p^{(0)} \{ \{ h \} \} = \{ n(1, h_q, h_p) + n(1, g_p, g_p h_p) + n(1, h_q, g_p h_p) \} \{ \{ h \} \} \]

(A22)

\( \tilde{g}_p^{(0)} \) and \( \tilde{g}_p^{(0)} \), defined in this way ensure that the commutation relations exhibited by \( \tilde{g}_p^{(0)} \) and \( (-1)^{r_{pq}} \) \( \tilde{g}_p^{(0)} \) are mirrored on the right-hand side of the mapping Eq. (A18). Note that the isomorphism is well defined since, for all \( p \), the relation

\[ \prod_{\{ \{ h \} \} \in \{ \{ h \} \} \text{ holds} \]

which is precisely the ground state of the bosonic shadow theory identified in Sec. II C.

3. Fermionizability of “standard” Hamiltonian

To conclude this Appendix, we prove that \( \hat{H}_b \) is fermionizable; i.e., \( \hat{H}_b \) commutes with the modified Gauss law \( \hat{G}_p \) for all sites \( p \). To do this, we first note that \( \hat{H}_b \) commutes with Eq. (A2) in the following way:

\[ \hat{U}_{SPT} \hat{e}_p^Z \hat{U}_{SPT}^\dagger \]

(A25)

which follows simply from the fact that \( \hat{e}_p^Z \) commutes with \( \hat{G}_p \). After gauging the \( \mathbb{Z}_2 \) subgroup of \( \hat{G} \), \( \hat{H}_b \) must commute with the gauged version of Eq. (A25), which, using the definition of \( a \) along with \( \delta n = 0 \), we find to be equal to

\[ \prod_{\{ \{ h \} \} \in \{ \{ h \} \}} (-1)^{\theta_{pq}} \prod_{\{ \{ h \} \} \in \{ \{ h \} \}} \hat{X}_{st} \]

(A26)

Next, we see that Eq. (A7), the term penalizing \( \mu^c \) flux in triangle \( \langle pqr \rangle \), turns into

\[ J(-1)^{\theta_{pq}} \hat{Z}_{pq} \hat{Z}_{qr} \hat{Z}_{pr} \]

(A27)

when written in terms of the unconstrained variables (here we use the definition of the group law of \( \hat{G} \) to simplify the expression).

Then, multiplying the operator in Eq. (A26) by the product of the terms in Eq. (A27) over all triangles whose first vertex is \( p \) yields an operator proportional to

\[ \prod_{\{ \{ h \} \} \in \{ \{ h \} \}} \hat{W}_{tqr} \prod_{\{ \{ h \} \} \in \{ \{ h \} \}} \hat{X}_{st} \]

(A28)

which is just \( \hat{G}_p \), as defined in Eq. (3). Since the Hamiltonian \( \hat{H}_b \) commutes with both Eqs. (A27) and (A26), it must commute with \( \hat{G}_p \) as well. Thus, \( \hat{H}_b \) is fermionizable. However, explicitly fermionizing it is unwieldy in general, as we do not have an explicit expression for it in terms of the modified Gauss law invariant operators \( \hat{W}_{tqr} \) and \( \hat{U}_{pq} \).

For this reason, we constructed and worked with the parent Hamiltonian \( \hat{H}_b \) in Sec. II D instead.

APPENDIX B: SYMMETRY OF THE SHADOW MODEL HAMILTONIAN

In this Appendix, we prove that \( \hat{H}_b \) is \( G \) symmetric, as claimed in Sec. II D. It follows that the fermionic SPT Hamiltonian \( \hat{H}_f \) constructed in Sec. III D is also \( G \) symmetric, since the fermionization procedure commutes with the global \( G \)-symmetry action. Concretely, letting \( \hat{V}(g) \) be the global symmetry operator representing \( g \in G \),
and acting as
\[
|g_p\rangle \rightarrow |gg_p\rangle \tag{B1}
\]
on every vertex d.o.f., we will show that \(\hat{V}(g)\) commutes with \(\hat{H}_b\).

Recall that
\[
\hat{H}_b = \hat{U}_b \hat{\phi}_b^0 \hat{U}_b^\dagger,
\]
so that
\[
\hat{V}(g) \hat{H}_b \hat{V}^\dagger(g) = [\hat{V}(g) \hat{U}_b \hat{V}^\dagger(g)] \hat{\phi}_b^0 [\hat{V}(g) \hat{U}_b \hat{V}^\dagger(g)],
\]
where we have used that \(\hat{H}_b^0\) is symmetric.

Let us now compute \(\hat{V}(g) \hat{U}_b \hat{V}^\dagger(g)\). In Eq. (20), \(\hat{U}_b\) was defined as
\[
\hat{U}_b = \prod_{(pqr)} \hat{U}_{pq}^{\phi_{pq}} \prod_{(pqr)} \hat{\phi}_{pq} \prod_{(pqr)} \hat{W}_{pq}^{\nu_{pq}}, \tag{B4}
\]
with the operators \(\hat{U}_{pq}^{\phi_{pq}}\) and \(\hat{\phi}_{pq}\) defined just below Eq. (20).

To proceed, it is useful to first reexpress \(\hat{U}_b\) in terms of the generators of the bosonic algebra \(A_{bos}\). Following Eq. (45), the result is
\[
\hat{U}_b = \hat{\kappa} \prod_{(pqr)} \hat{U}_{pq}^{\phi_{pq}} \prod_{(pqr)} \hat{W}_{pq}^{\nu_{pq}}. \tag{B5}
\]

Here, \(\kappa\) is a unitary operator that acts as multiplication by a \(|g_p\rangle\)-dependent eigenvalue and whose explicit form will not be required.

Conjugating by \(\hat{V}(g)\) gives
\[
\hat{V}(g) \hat{U}_b \hat{V}^\dagger(g) = \hat{\phi} \hat{\kappa} \prod_{(pqr)} \hat{U}_{pq}^{\phi_{pq}} \prod_{(pqr)} \hat{W}_{pq}^{\nu_{pq}}. \tag{B6}
\]

Here, \(\hat{\phi}\) and \(\hat{n}_{pq}^0\) are operators that act as multiplication by a \(|g_p\rangle\)-dependent eigenvalue. \(\hat{\phi}\) is unitary and its explicit form will again not be required, whereas the eigenvalue of \(\hat{n}_{pq}^0\) is \(n(g^{-1} g_p, g^{-1} g_q, 1) = n(g_p, g_q, g)\). The cocycle condition \(\delta n = 0\) gives
\[
n(g_p, g_q, g) = n(g_p, 1, g) + n(g_q, 1, g) + n(g_p, g_q, 1). \tag{B7}
\]

Thus, \(\hat{n}_{pq}^0\) decomposes into three diagonal operators corresponding to the terms in Eq. (B7); i.e.,
\[
\hat{n}_{pq}^0 = \hat{n}_p^0 + \hat{n}_q^0 + \hat{n}_{pq}^0. \tag{B8}
\]

If we substitute for \(\hat{n}_{pq}^0\) and do some rearranging, the right-hand side of Eq. (B6) becomes
\[
\hat{\phi}' \hat{U}_b \prod_{(pq)} \hat{U}_{pq}^{\nu_{pq} + \hat{n}_{pq}^0} \prod_{(pqr)} \hat{W}_{pq}^{\nu_{pq} + \hat{n}_{pq}^0}. \tag{B9}
\]

where, again, \(\hat{\phi}'\) multiplies by a \(|g_p\rangle\)-dependent eigenvalue whose precise form will not be required. It is a combination of \(\hat{\phi}\) and a phase picked up in commuting the \(\hat{U}_{pq}\) operators.

Next, the product of \(\hat{U}_{pq}\) in Eq. (B9) can be reorganized so that Eq. (B9) is
\[
\hat{\phi}'' \hat{U}_b \prod_{p} \left[ \prod_{i\neq p} \hat{U}_{iq} \prod_{i \neq p} \hat{U}_{qt} \right]^{\hat{n}_p^0} \prod_{(pqr)} \hat{W}_{pq}^{\nu_{pq} + \hat{n}_{pq}^0}. \tag{B10}
\]

\(\hat{\phi}''\) is yet another diagonal operator in the configuration basis. Employing the identity Eq. (34), we thus find that \(\hat{V}(g) \hat{U}_b \hat{V}^\dagger(g)\) is equal to
\[
\hat{\phi}'' \hat{U}_b \prod_{p} \left[ \hat{G}_p \prod_{i \neq p} \hat{W}_{iq} \prod_{i \neq p} \hat{W}_{qt} \right]^{\hat{n}_p^0} \prod_{(pqr)} \hat{W}_{pq}^{\nu_{pq} + \hat{n}_{pq}^0}. \tag{B11}
\]

The flux operators \(\hat{W}_{pq}\) in Eq. (B11) cancel, so we conclude
\[
\hat{V}(g) \hat{U}_b \hat{V}^\dagger(g) = \hat{\phi}'' \left(\{g_p\}\right) \hat{U}_b \prod_{p} \hat{G}_p. \tag{B12}
\]

Next, we show that \(\hat{\phi}''\) in Eq. (B12) must be 1. Let us denote the ground state of \(\hat{H}_b^0\) with trivial holonomy by \(|\psi_b^0\rangle\). It is a tensor product of trivial symmetric states,
\[
\frac{1}{|G|} \sum_{g_p} |g_p\rangle, \tag{B13}
\]

at vertices \(p\) with the trivial holonomy toric code ground state for the \(Z_{pq}\) d.o.f. The latter is just a superposition of all trivial holonomy \(Z_{pq}\) configurations with trivial \(Z_2\) flux \(\hat{W}_{pq}\) at every triangle. We then have the following chain of equalities:
\[
|\psi_b^0\rangle = \hat{V}(g)|\psi_b^0\rangle
= \hat{V}(g) \hat{U}_b \hat{V}^\dagger(g)|\psi_b^0\rangle
= \hat{\phi}'' \hat{U}_b \hat{V}^\dagger(g)|\psi_b^0\rangle
= \hat{\phi}'' |\psi_b^0\rangle |\psi_b^0\rangle. \tag{B14}
\]

In the first equality we used that \(|\psi_b^0\rangle\) is symmetric, and in the third equality we used that \(\hat{U}_b^\dagger |\psi_b^0\rangle\) is symmetric. The fourth equality uses Eq. (B12) and the fact that \(\hat{U}_b^\dagger |\psi_b^0\rangle\) belongs to the \(\hat{G}_p = 1\) eigenspace for all \(p\).
Now, comparing the far left-hand side and the far right-hand side of Eq. (B14), we can see that \( \hat{\phi}'' \) is trivial as follows. \( \hat{\phi}'' \) is a diagonal operator in the configuration basis, while \( |\Psi(b)\rangle \) contains an equal amplitude superposition over all \( G \) configurations at vertices. For the equality to hold, it must be that \( \hat{\phi}'' \) has eigenvalue 1 on all configurations. Hence, \( \hat{\phi}'' = 1 \). Looking back at Eq. (B12), we therefore have

\[
\hat{V}(g) \hat{U}_b \hat{V}^\dagger(g) = \hat{U}_b \prod_p \hat{G}^p_p.
\]  

(15)

Substituting Eq. (B15) into Eq. (B3) and using the fact that \( H^0 \) commutes with \( \hat{G}_p \) to cancel the factors of \( \hat{G}_p \), we find

\[
\hat{V}(g) \hat{H}_b \hat{V}^\dagger(g) = \hat{H}_b.
\]

(B16)

Therefore, \( \hat{H}_b \) is symmetric, and \( \hat{H}_f \) is symmetric since fermionization commutes with the global \( G \) symmetry.

APPENDIX C: GRAPHICAL INTERPRETATION OF SPIN-STRUCTURE-DEPENDENT RELATION

Here we prove that \( c(p) \), as defined in Eq. (37) and restated here for convenience,

\[
\prod_{tqr \in p} \hat{S}^t_{tqr} \hat{S}^q_{tqr} = c(p) \prod_{tqr \in p} (-1)^{\hat{F}_{tqr}} \prod_{tqr \in p} (-1)^{\hat{F}_{tqr}},
\]

(C1)

is proportional to the identity operator and equal to \( \pm 1 \) depending on whether the interpolating vector field \( \mathcal{V} \), illustrated in Fig. 9 has an even or odd winding number about \( p \). To see this, we first examine the two types of links around \( p \). There are links that are oriented towards \( p \) and links that are oriented away from \( p \). These two types of links form domains as seen in Fig. 15. Domains of outward pointing links are separated from domains of inward pointing links by a triangle \( \langle qrp \rangle \), where \( p \) is the second vertex in the ordering. There are necessarily an even number of triangles around \( p \) for which \( p \) is the second vertex. We will call these types of triangles \( \langle qrp \rangle \) triangles, and we will think of them in pairs—the two \( \langle qrp \rangle \) triangles on either side of an inward pointing domain forming a pair. Moving counterclockwise around \( p \), we see that each pair results in a \( 2\pi \) clockwise rotation of the vector field \( \mathcal{V} \), relative to the outward normal. Without any \( \langle qrp \rangle \) triangles, all the links are oriented towards \( p \) or they are all oriented away from \( p \), and the vector field rotates by \( 2\pi \). Therefore, the winding number of the interpolating vector field around \( p \) is, modulo 2, equal to \( 1 - (N_{qpr}/2) \), where \( N_{qpr} \) is the (even) number of triangles for which \( p \) is the second vertex in the ordering.

We now show that \( c(p) \) is \( -(-1)^{N_{qpr}/2} \). In terms of Majorana operators, the equation for \( c(p) \) is

\[
c(p) = \left( \prod_{tqr \in p} i \gamma_{L_{tqr}} \bar{\gamma}_{R_{tqr}} \right) \left( \prod_{tqr \in p} i \gamma_{L_{tqr}} \bar{\gamma}_{R_{tqr}} \right) \times \left( \prod_{tqr \in p} -i \gamma_{tqr} \bar{\gamma}_{tqr} \right) \left( \prod_{tqr \in p} i \gamma_{tqr} \bar{\gamma}_{tqr} \right).
\]

(C2)

Each term in the products over links [the first two products on the right-hand side of Eq. (C2)] has a factor of \( i \). The number of such factors of \( i \) is equivalent to the total number of triangles having \( p \) as a vertex. We can thus assign each of these factors of \( i \) to a different triangle having \( p \) as a vertex. Each term in the product over \( \langle pqr \rangle \) triangles and \( \langle qrp \rangle \) triangles [the last two products on the right-hand side of Eq. (C2)] contains a factor of \( -i \). After multiplying out all of the factors of \( i \) and \( -i \) we are thus left only with an \( i \) for each \( \langle qpr \rangle \) triangle. Since these come in pairs we have

\[
c(p) = -(-1)^{N_{qpr}/2} \times \left( \prod_{tqr \in p} \gamma_{L_{tqr}} \bar{\gamma}_{R_{tqr}} \right) \left( \prod_{tqr \in p} \gamma_{L_{tqr}} \bar{\gamma}_{R_{tqr}} \right) \times \left( \prod_{tqr \in p} \gamma_{tqr} \bar{\gamma}_{tqr} \right) \left( \prod_{tqr \in p} \gamma_{tqr} \bar{\gamma}_{tqr} \right).
\]

(C3)

Next, we notice that the terms in the product over inward pointing links all commute with each other. Likewise, the terms in the product over outward pointing links all commute with each other. Therefore, we may choose
any ordering of the terms within each product. We choose to have the inward pointing link terms to be ordered counterclockwise around \( p \) and for the outward pointing link terms to be ordered clockwise, as in Fig. 15. With this ordering, the two Majorana operators corresponding to each \( \langle pqr \rangle \) triangle end up being positioned next to each other in the product over outward pointing links. Similarly, the two Majorana operators corresponding to each \( \langle qrp \rangle \) triangle end up positioned next to each other in the product over inward pointing links. This accounts for all but two of the Majorana operators in each such product. The remaining two Majorana operators appearing at the beginning and end of each product are located, respectively, on the two \( \langle qpr \rangle \) triangles bordering each domain. Numbering the inward oriented domains by a domain index \( d = 1, \ldots, D \), we then (by a slight abuse of notation) relabel these \( \langle qpr \rangle \) triangle Majorana operators by \( \gamma_{d} \), \( \bar{\gamma}_{d} \), as illustrated in Fig. 15. Note that this labeling scheme accounts for only one Majorana operator located on each \( \langle qpr \rangle \) triangle; the other one does not appear in the expression for \( c(p) \) and hence plays no role in the following. Moving the \( \bar{\gamma}_{d} \) operators past the (even number of) other terms in each product, we obtain

\[
c(p) = (-1)^{N_{qpr}/2} \left( \prod_{d=1}^{D} \bar{\gamma}_{d+1} \gamma_{d} \right) \left( \prod_{i=p}^{q} \bar{\gamma}_{iqr} \gamma_{qri} \right) \times \left( \prod_{d=1}^{D} \bar{\gamma}_{d} \gamma_{d} \right) \left( \prod_{i=p}^{q} \bar{\gamma}_{qri} \gamma_{qri} \right) \times \left( \prod_{i=p}^{q} \gamma_{qrt} \right) \left( \prod_{i=p}^{q} \bar{\gamma}_{qrt} \right).
\]

(C4)

where the subscript \( D + 1 \) is meant to be read as 1.

After canceling the Majorana bilinears corresponding to \( \langle pqr \rangle \) triangles and \( \langle qrp \rangle \) triangles (last line in the product above), we find

\[
c(p) = (-1)^{N_{qpr}/2} \left( \prod_{d=1}^{D} \bar{\gamma}_{d+1} \gamma_{d} \right) \left( \prod_{d=1}^{D} \bar{\gamma}_{d} \gamma_{d} \right)
= (-1)^{N_{qpr}/2} \left( \prod_{d=1}^{D-1} \bar{\gamma}_{d+1} \gamma_{d} \right) \bar{\gamma}_{1} \left( \prod_{d=1}^{D} \bar{\gamma}_{d+1} \gamma_{d} \right)
= (-1)^{N_{qpr}/2} \left( \prod_{d=1}^{D} \bar{\gamma}_{d} \gamma_{d} \right) \left( \prod_{d=1}^{D} \bar{\gamma}_{d} \gamma_{d} \right)
= (-1)^{N_{qpr}/2}.
\]

(C5)

As we argued at the beginning of this Appendix, \(-1)^{N_{qpr}/2}\) is precisely \(-1\) raised to the power of the winding number of the interpolating vector field \( \mathcal{V} \). Thus, we have proved the claim: \( c(p) \) is \(-1\) when the interpolating vector field has an odd winding number at \( p \) and \( c(p) \) is 1 otherwise.

### APPENDIX D: FERMION CONDENSATION AND FERMIONIZATION

In this Appendix, we illustrate that the fermionization duality outlined in Sec. III and first described in Ref. [15] can be interpreted as a fermion condensation procedure for certain lattice Hamiltonians.

Fermion condensation has been thoroughly studied using a space-time formulation [18] and admits the following intuitive picture. We begin with a bosonic system with emergent fermions and introduce a system with bona fide physical fermions. Next, we pair each emergent fermion with a physical fermion and the composite excitation, having bosonic statistics, is then condensed. This results in a fermionic theory in which all particles braiding with the emergent fermion have been confined. As argued in Ref. [3], it outputs a supercohomology SPT phase when applied to the corresponding bosonic shadow theory.

To see the relation with the fermionization duality described in the main text, we must first develop fermion condensation at the lattice Hamiltonian level. To do so, we consider Hamiltonians defined on a Hilbert space consisting of spin-1/2 d.o.f. on links, the same as that of the bosonic shadow models defined in Sec. II, and we assume that the Hamiltonians commute with \( \hat{G}_{p} \), for all vertices \( p \). The restriction to Hamiltonians that commute with \( \hat{G}_{p} \) can be motivated by interpreting \( \hat{G}_{p} \) as a short closed emergent fermion string operator around the vertex \( p \). Thus, the Hamiltonians considered here have a particular emergent fermion string operator, which we describe in detail below. We note that this particular string operator creates emergent fermion excitations in the bosonic shadow models constructed in Sec. II, since those models commute with \( \hat{G}_{p} \).

We define the emergent fermion string operator \( \hat{U}_{\Gamma} \) by

\[
\hat{U}_{\Gamma} = \prod_{\langle pq \rangle \in \Gamma} \hat{U}_{pq},
\]

(D1)

where \( \Gamma \) is a path in the dual lattice and \( \hat{U}_{pq} \) is

\[
\hat{U}_{pq} = \hat{x}_{pq} \hat{K}_{pq} \hat{K}_{pq}.
\]

(D2)

The action of \( \hat{K}_{pq} \) is dependent upon the triangle \( R_{pq} \) to the right of \( \langle pq \rangle \). If the triangle to the right of \( \langle pq \rangle \) has vertex ordering \( \langle pqr \rangle \), then \( \hat{K}_{pq} \) acts as \( \hat{Z}_{qr} \). Otherwise, \( \hat{K}_{pq} = 1 \). The action of \( \hat{K}_{pq} \) is defined similarly but with “right” replaced with “left.” Intuitively, \( \hat{U}_{pq} \) creates a pair of \( \mathbb{Z}_{2} \) fluxes and moves \( \mathbb{Z}_{2} \) charges so that they are bound to the fluxes at the third vertex in the vertex ordering.
Letting $\Gamma$ be a path in the dual lattice around the vertex $p$, we find that $\hat{U}_f$ is equal to $\hat{G}_p$ up to an inconsequential sign.

We may now describe the fermion condensation procedure for a Hamiltonian $\hat{H}$ which commutes with $\hat{G}_p$. First, as $\hat{U}_{pq}$ and $\hat{W}_{pqr}$ generate all the local operators that commute with $\hat{G}_p$, $\hat{H}$ can be expressed in terms of $\hat{U}_{pq}$ and $\hat{W}_{pqr}$. To make this explicit, we write $\hat{H}$ as $\hat{H}(\hat{U}_{pq}, \hat{W}_{pqr})$.

Next, we introduce fermionic d.o.f. into our system by adding a complex fermion d.o.f. to each triangle. The binding of physical fermions to emergent fermion excitations is accomplished by replacing $\hat{W}_{pqr}$ with $\hat{W}_{pqr}(-1)^{\hat{f}_{pqr}}$, so that

$$\hat{H}(\hat{U}_{pq}, \hat{W}_{pqr}) \rightarrow \hat{H}(\hat{U}_{pq}, \hat{W}_{pqr}(-1)^{\hat{f}_{pqr}}).$$

(D3)

In the resulting system, a pair of emergent fermions can be created for free as long as there is a physical fermion attached to each emergent fermion. As a consequence, the Hamiltonian becomes highly degenerate. This degeneracy, however, is eliminated by adding a term that proliferates emergent fermion-physical fermion pairs. A pair of composite excitations is created by the operator $\hat{U}_{pq}\hat{S}_{pq}$, so the term

$$-J \sum_{\langle pq \rangle} \hat{U}_{pq}\hat{S}_{pq}, \quad J > 0,$$

(D4)

energetically prefers states where the composite excitations have been proliferated. Adding the term in Eq. (D4) to the Hamiltonian, we have

$$\hat{H}(\hat{U}_{pq}, \hat{W}_{pqr}(-1)^{\hat{f}_{pqr}})$$

$$\rightarrow \hat{H}(\hat{U}_{pq}, \hat{W}_{pqr}(-1)^{\hat{f}_{pqr}}) - J \sum_{\langle pq \rangle} \hat{U}_{pq}\hat{S}_{pq}. \quad (D5)$$

One may be concerned that the $J$ term will not proliferate the composite excitations as promised due to possible competition with $\hat{H}(\hat{U}_{pq}, \hat{W}_{pqr}(-1)^{\hat{f}_{pqr}})$. However, it can be shown that $\hat{U}_{pq}$ commutes with $\hat{U}_{st}$ for every $\langle st \rangle$ and $\hat{W}_{pqr}(-1)^{\hat{f}_{pqr}}$ commutes with $\hat{U}_{st}\hat{S}_{st}$ for every $\langle st \rangle$. Therefore, $\hat{H}(\hat{U}_{pq}, \hat{W}_{pqr}(-1)^{\hat{f}_{pqr}})$ commutes with $-J \sum_{\langle pq \rangle} \hat{U}_{pq}\hat{S}_{pq}$ and the $J$ term is indeed minimized in the ground state.

Finally, we drive the system deep into the fermion condensed regime and consider the limit as $J \rightarrow \infty$. In the resulting effective Hilbert space, $\hat{U}_{pq}\hat{S}_{pq} = 1$ for all $\langle pq \rangle$. Thus, in this effective Hilbert space, the Hamiltonian acts as

$$\hat{H}(\hat{U}_{pq}\hat{S}_{pq}, \hat{W}_{pqr}(-1)^{\hat{f}_{pqr}}),$$

where we have inserted $\hat{U}_{pq}\hat{S}_{pq} = 1$ and removed the $J$ term. Relabeling $\hat{W}_{pqr}(-1)^{\hat{f}_{pqr}}$ as $(-1)^{\hat{f}_{pqr}}$ (note the tilde above $F$) and $\hat{U}_{pq}\hat{U}_{pq}\hat{S}_{pq}$ as $\hat{S}_{pq}$, we have

$$\hat{H}(\hat{S}_{pq}, (-1)^{\hat{f}_{pqr}}).$$

(D7)

$(-1)^{\hat{f}_{pqr}}$ and $\hat{S}_{pq}$ satisfy the same commutation relations as fermion parity operators $(-1)^{\hat{f}_{pqr}}$ and hopping operators $\hat{S}_{pq}$, respectively, and it can be checked that they satisfy a relation analogous to Eq. (39).

Functionally, our prescription for fermion condensation maps a Hamiltonian $\hat{H}(\hat{U}_{pq}, \hat{W}_{pqr})$ to $\hat{H}(\hat{S}, (-1)^{\hat{f}_{pqr}})$. In effect, we have replaced $\hat{U}_{pq}$ with $\hat{S}_{pq}$ and $\hat{W}_{pqr}$ with $(-1)^{\hat{f}_{pqr}}$, which is precisely the result of applying the fermionization duality. Hence, we have shown that, for Hamiltonians that commute with $\hat{G}_p$, fermionization agrees with fermion condensation.

We expect that the steps described above can be generalized to a wider class of emergent fermion string operators. This may yield new fermionization dualities and further extend our understanding of fermion condensation at the lattice level.

**APPENDIX E: ANCILLARY SPIN-1/2 DEGREES OF FREEDOM AND EVALUATION OF THE FERMIONIC SPT HAMILTONIAN**

In Sec. III D, we presented the construction of a fermionic SPT Hamiltonian obtained by conjugating a trivial fermionic Hamiltonian by $\hat{U}_f$. However, $\hat{U}_f$ was written with an unspecified locally determined configuration-dependent sign $\kappa$. $\kappa$ is dependent upon the triangulation of the manifold as well as an ordering of operators. Here we discuss a workaround to calculating $\kappa$ applicable to arbitrary triangulations. Recall that $\kappa$ is a consequence of rearranging terms in

$$\hat{U}_b = \prod_{\langle pqr \rangle} (U_{pqr}^{e_{pqr}} Z_{pqr}^{e_{pqr}}) \prod_{\langle pq \rangle} \hat{S}_{pq} \prod_{\langle pqr \rangle} \hat{W}_{pqr},$$

(E1)

to make it manifestly fermionizable. We will show that by adding ancillary spin-1/2 d.o.f. on triangles and composing $\hat{U}_b$ with a certain trivial circuit, we can reorganize the
expression into a fermionizable operator without accruing a sign.

To this end, let us add a spin-1/2 d.o.f. to each triangle so that in total we have $G$ d.o.f. at vertices, a spin-1/2 d.o.f. at every link, and a spin-1/2 at each triangle. The Pauli $X$ and Pauli $Z$ operators acting on the spin-1/2 at $\langle pqr \rangle$ will be denoted as $\hat{\Sigma}_{pqr}$ and $\hat{\zeta}_{pqr}$, respectively.

Next, we compose the operator in Eq. (E1) with a circuit that acts trivially on the triangle spin-1/2 d.o.f. Namely, we compose with

$$I = \left( \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{pq}} \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{qr}} \right) \times \left( \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}} \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}} \right) (E2)$$

to obtain

$$\hat{U}_f^e = \prod_{\langle pqr \rangle} (\hat{\nu}_{pqr}^{e_{npr}} \hat{\zeta}_{pqr}^{n_{pq}}) \prod_{\langle pqr \rangle} \hat{X}_{pqr}^{a_{pq}} \prod_{\langle pqr \rangle} \hat{W}_{pqr}^{a_{qr}} \times \left( \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}} \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}} \right) \times \left( \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}} \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}} \right). (E3)$$

The circuit in Eq. (E2) is equal to the identity, and as such, stacking it with $\hat{U}_b$ certainly does not affect the phase of our system. However, we can use the anticommutativity of $\hat{\xi}_{pqr}$ and $\hat{\zeta}_{pqr}$ to make up for the anticommutivity of $\hat{Z}_{pq}$ and $\hat{X}_{pq}$. In particular, we arrange the $\hat{\xi}_{pqr}$ and $\hat{\zeta}_{pqr}$ so as to “dress” the $\hat{Z}_{pq}$ and $\hat{X}_{pq}$ and avoid incurring the sign $\kappa$.

First, we move $\hat{\xi}_{pqr}$ operators next to the $\hat{X}_{pq}$ operators:

$$\hat{U}_f^e = \prod_{\langle pqr \rangle} (\hat{\nu}_{pqr}^{e_{npr}} \hat{Z}_{pqr} \hat{\zeta}_{pqr}^{n_{pq}}) \prod_{\langle pqr \rangle} \hat{X}_{pqr}^{a_{pq}} \prod_{\langle pqr \rangle} \hat{W}_{pqr}^{a_{qr}} \times \left( \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}} \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}} \right). (E4)$$

Next, we rewrite the product $\prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}}$ as a product over edges. This will allow us to dress the $\hat{X}_{pq}$ terms appearing in a product over edges. To the $\langle pq \rangle$ edge of triangle $\langle pqr \rangle$ we associate the operator $\hat{X}_{pq}$. This gives

$$\prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}} = \prod_{\langle pq \rangle} (\hat{A}_{R_{pq}} \hat{A}_{L_{pq}})^{a_{pq}}. (E5)$$

where the action of $\hat{A}_{R_{pq}}$, appearing in the formula above, is determined as follows. If the triangle to the right of $\langle pq \rangle$ is $\langle pqr \rangle$, where $p$ and $q$ are the first and second vertices, respectively, then $\hat{A}_{R_{pq}}$ acts as $\hat{\xi}_{pqr}$. Otherwise, $\hat{A}_{R_{pq}} = 1$.

The action of $\hat{A}_{L_{pq}}$ is defined analogously, but we look at the triangle to the left of $\langle pq \rangle$ instead.

Now we write

$$\hat{U}_f^e = \prod_{\langle pqr \rangle} (\hat{\nu}_{pqr}^{e_{npr}} \hat{Z}_{pqr} \hat{\zeta}_{pqr}^{n_{pq}}) \times \prod_{\langle pqr \rangle} (\hat{\xi}_{pqr} \hat{A}_{L_{pq}} \hat{A}_{R_{pq}})^{a_{pq}} \prod_{\langle pq \rangle} \hat{W}_{pq}^{a_{qr}} \times \left( \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}} \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}} \right). (E6)$$

One can check that $\hat{Z}_{pq} \hat{\xi}_{pqr}$ and $\hat{X}_{pq} \hat{A}_{L_{pq}} \hat{A}_{R_{pq}}$ commute. Therefore, we are free to rearrange the $\hat{Z}_{pq} \hat{\xi}_{pqr}$ and $\hat{X}_{pq} \hat{A}_{L_{pq}} \hat{A}_{R_{pq}}$ operators to form a product of $\hat{U}_{pq}$ [defined in Eq. (33)] without picking up the sign $\kappa$.

Explicitly, rearranging yields

$$\hat{U}_b = \prod_{\langle pqr \rangle} (\hat{\nu}_{pqr}^{e_{npr}} \hat{\xi}_{pqr}^{n_{pq}}) \prod_{\langle pq \rangle} (\hat{F}_{pq}^{1} \hat{B}_{pq}^{2} \hat{B}_{pq}^{2} \hat{A}_{pq} \hat{A}_{R_{pq}})^{a_{pq}} \prod_{\langle pq \rangle} \hat{W}_{pq}^{a_{qr}} \times \left( \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}} \prod_{\langle pqr \rangle} (\hat{\zeta}_{pqr})^{a_{rp}} \right). (E7)$$

where we have introduced $\hat{B}_{pq}$ and $\hat{B}_{pq}$. $\hat{B}_{pq}$ is $\hat{\zeta}_{pq}$ when the triangle to the right is of the form $\langle pqr \rangle$; i.e., $p$ is the second vertex in the ordering and $q$ is the third vertex in the ordering. $\hat{B}_{pq}$ is 1 otherwise. $\hat{B}_{pq}$ is defined analogously, but for the triangle to the left of $\langle pq \rangle$.

With a choice of spin structure to define the duality, $\hat{U}_b$ can be fermionized straightforwardly. If we let $\hat{S}_{pq}$ be $\hat{S}_{pq} \hat{B}_{pq} \hat{B}_{pq} \hat{A}_{pq} \hat{A}_{R_{pq}}$, then

$$\hat{U}_f^t = \prod_{\langle pqr \rangle} (\hat{\nu}_{pqr}^{e_{npr}} \hat{S}_{pq})^{a_{pq}} \prod_{\langle pq \rangle} ((\hat{\xi}_{pq}^{t_{pq}})^{a_{pq}} \hat{W}_{pq}^{a_{qr}} \times \left( \prod_{\langle pqr \rangle} (\hat{\xi}_{pqr}^{e_{npr}} \hat{\xi}_{pqr}^{e_{npr}} \right). (E8)$$

A fermionic SPT Hamiltonian $\hat{H}_f$ can be formed by conjugating the trivial fermionic Hamiltonian,

$$-\sum_p \hat{p}_{p}^{sym} - \sum_p (\hat{\xi}_{pq}^{n_{pq}} - \sum_p \hat{\zeta}_{pqr}^*, (E9)$$

by $\hat{U}_f^t$. $\hat{H}_f^t$ acts identically to $\hat{H}_f$ on the vertex and complex fermion d.o.f. We have simply encoded the sign $\kappa$ appearing in $\hat{H}_f$ in the ordering of the Pauli operators of $\hat{H}_f^t$. Indeed, if one were to cancel the triangle Pauli operators in Eq. (E8), one would obtain the sign $\kappa$. In the end, we have arrived at an explicit form for a Hamiltonian in the same
phase as $\hat{H}_f$ for an arbitrary triangulation of a $(2+1)$D manifold with spin structure.

**APPENDIX F: SUPERCOHOMOLOGY EQUivalence Relation: trivial Fermionic Finite Depth Circuit**

In Sec. IV C, we claimed that the supercohomology data $(n_0, \nu_0) = (\delta \hat{p}, (-1)^\delta \hat{p} \hat{q} \hat{a})$ correspond to a trivial fermionic SPT phase. We prove this claim here by showing that the finite depth circuit $\hat{U}_b^{n_0}$ can be written in terms of symmetric local unitaries, up to factors of $\hat{G}_p$. This implies that the fermionized circuit $\hat{U}_f^{n_0}$ constructs a trivial SPT ground state from a trivial product state because fermionization respects the $G$ symmetry and maps $\hat{G}_p$ to the identity.

Plugging the data $(n_0, \nu_0)$ into the expression for $\hat{U}_b$ [Eq. (20)], we obtain

$$
\hat{U}_b^{n_0} = \prod_{\langle pqr \rangle} (-1)^{\beta_p q r} (\delta \hat{a}_{pqr})^{\alpha_{pqr}} \times \prod_{\langle pqr \rangle} \hat{Z}_{pq}^{\beta_p q r} \hat{\chi}_{pq}^{\beta_p q r} \hat{W}_{pqr}^{\beta_p q r},
$$

(F1)

with $\delta \hat{p}_{pq}$ and $\delta \hat{a}_{pqr}$ defined by

$$
\delta \hat{p}_{pq} \{g_i\} = \delta \hat{p}(g_p, g_q, 1) \{g_i\},
$$

(F2)

$$
\delta \hat{a}_{pqr} \{g_i\} = \delta \hat{a}(g_p, g_q, g_r, 1) \{g_i\}.
$$

(F3)

Now we notice

$$
\prod_{\langle pqr \rangle} (\delta \hat{a}(g_p, g_q, g_r, 1))^{\alpha_{pqr}}
= \prod_{\langle pqr \rangle} \left(\frac{\omega(g_p, g_q, 1) \omega(g_p, g_q, 1)}{\omega(g_p, g_q, 1) \omega(g_p, g_q, 1)}\right)^{\alpha_{pqr}}
= \prod_{\langle pqr \rangle} \omega(g_p, g_q, g_r, 1)^{-\alpha_{pqr}}.
$$

(F4)

The last equality follows from treating $\omega(g_i, g_i, 1)$ as corresponding to the edge $\langle st \rangle$ and canceling factors of $\omega(g_i, g_i, 1)$ from neighboring triangles. Therefore,

$$
\prod_{\langle pqr \rangle} (\delta \hat{a}_{pqr})^{\alpha_{pqr}} = \prod_{\langle pqr \rangle} \hat{a}_{pqr}^{\alpha_{pqr}}
$$

(F5)

for $\hat{a}_{pqr}$:

$$
\hat{a}_{pqr} \{g_i\} = \omega(g_p, g_q, g_r) \{g_i\}.
$$

(F6)

Using $\delta \hat{p}_{pq} = \hat{\beta}_{pq} + \hat{\beta}_p + \hat{\beta}_q$ with $\hat{\beta}_{pq}$ and $\hat{\beta}_p$ defined in Eqs. (73) and (74) as well as the equality in Eq. (F5), $\hat{U}_b^{n_0}$ becomes

$$
\hat{U}_b^{n_0} = \prod_{\langle pqr \rangle} \hat{a}_{pqr}^{-\alpha_{pqr}} \prod_{\langle pqr \rangle} (-1)^{\beta_p q r} \hat{\beta}_{p q r} \times \prod_{\langle pqr \rangle} \hat{Z}_{pq}^{\beta_p q r} \hat{\chi}_{pq}^{\beta_p q r} \hat{W}_{pqr}^{\beta_p q r}.
$$

(F7)

Rearranging and keeping track of the resulting sign, we have

$$
\hat{U}_b^{n_0} = \prod_{\langle pqr \rangle} \hat{a}_{pqr}^{-\alpha_{pqr}} \prod_{\langle pqr \rangle} (-1)^{\beta_p q r} \hat{\beta}_{p q r} \times \prod_{\langle pqr \rangle} \hat{Z}_{pq}^{\beta_p q r} \hat{\chi}_{pq}^{\beta_p q r} \hat{W}_{pqr}^{\beta_p q r}.
$$

(F8)

Next we write $\prod_{\langle p \rangle} \hat{X}_{pq}^{\beta_p q}$ in Eq. (F8) as a product over vertices:

$$
\prod_{\langle p \rangle} \hat{X}_{pq}^{\beta_p q} = \prod_{\{st\} \ni p} \hat{X}_{st}^{\beta_{st}}.
$$

(F9)

Further, one can check that

$$
\left[ \prod_{\langle p \rangle} \left( \prod_{\{st\} \ni p} \hat{X}_{st}^{\beta_{st}} \right) \right] \prod_{\langle pqr \rangle} \hat{W}_{pqr}^{\beta_p q r} = \prod_{\langle p \rangle} \hat{a}_{p}^{\beta_p q}.
$$

(F10)

Hence, substituting Eq. (F10) in Eq. (F8) and canceling signs, we are left with

$$
\hat{U}_b^{n_0} = \prod_{\langle pqr \rangle} \hat{a}_{pqr}^{-\alpha_{pqr}} \prod_{\langle pqr \rangle} (-1)^{\beta_p q r} \hat{\beta}_{p q r} \times \prod_{\langle pqr \rangle} \hat{Z}_{pq}^{\beta_p q r} \hat{\chi}_{pq}^{\beta_p q r} \hat{W}_{pqr}^{\beta_p q r} \times \prod_{\langle pqr \rangle} \hat{Z}_{pq}^{\beta_p q r} \hat{\chi}_{pq}^{\beta_p q r} \hat{W}_{pqr}^{\beta_p q r}.
$$

(F11)

The product $\prod_{\langle pqr \rangle} \hat{Z}_{pq}^{\beta_p q r} \hat{\chi}_{pq}^{\beta_p q r} \hat{W}_{pqr}^{\beta_p q r}$ above expressed in terms of $\hat{Z}_{pq}$ operators is

$$
\prod_{\langle p \rangle} \hat{Z}_{pq}^{\beta_p q} \hat{Z}_{pq}^{\beta_p q} = \prod_{\langle p \rangle} \hat{Z}_{pq}^{\beta_p q} \hat{Z}_{pq}^{\beta_p q} = 1.
$$

(F12)
With Eq. (F12) we finally have that
\[
\hat{U}_b^{\omega_{i0}} = \prod_{(pqr)} \hat{\omega}_{pqr}^{g} \prod_{(pqr)} (-1)^{\hat{b}_p \hat{b}_r} \times \prod_{(pqr)} J_{pq}^{\beta_p} \prod_{(pq)} \hat{X}_{pq}^{\beta_p} \prod_{(pq)} \hat{W}_{pq}^{\beta_p} \prod_p \frac{1}{2} \hat{G}_p^{\beta_p}, \tag{F13}
\]
as claimed in Sec. IV C.

The homogeneity of \(\omega\) and \(\beta\) guarantees that the local unitaries (not including \(\prod_p \hat{G}_p^{\beta_p}\)) in Eq. (F13) are symmetric. Fermionization commutes with the global symmetry operator and it takes \(\prod_p \hat{G}_p^{\beta_p}\) to 1. Therefore, the resulting circuit \(\hat{U}_f^{\omega_{i0}}\) is a finite depth circuit built from symmetric local unitaries, and consequently, creates a trivial fermionic SPT from a trivial product state.

**APPENDIX G: NONEXISTENCE OF SYMMETRIC QUANTUM CIRCUITS FOR “BEYOND-SUPERCOHOMOLOGY” PHASES**

Here, we present an argument that the ground states of the beyond-supercohomology phases cannot be constructed from a trivial product state using a globally symmetric finite depth quantum circuit. It has been shown, using a space-time formulation, that the shadow models for beyond-supercohomology phases are symmetry-enriched toric code phases with the property that certain global symmetries transform \(e\) excitations into \(m\) excitations and vice versa [3,48]. We begin by giving an independent argument that this property has to hold for the lattice Hamiltonian shadow models associated to a beyond-supercohomology SPT. We also show how existing lattice Hamiltonian models for beyond-supercohomology phases, namely those of Ref. [39], can be slightly modified so as to be amenable to our bosonization procedure. This argument can be generalized to show that any lattice Hamiltonian SPT model can be modified so as to be bosonizable via our procedure. We then demonstrate that this property of a global symmetry operator exchanging \(e\) and \(m\) in the shadow model, together with the assumption of the existence of a globally symmetric finite depth circuit disentangling the ground state of the original fermionic SPT, leads to a contradiction.

The beyond-supercohomology models constructed in Ref. [39] are not immediately bosonizable, because the fermionic d.o.f. live on the links instead of at the centers of triangles. This can be remedied as follows. First, we introduce a second complex fermion d.o.f. at each link and add a term to the Hamiltonian that energetically favors zero fermion occupancy at each of the new complex fermion d.o.f. Functionally, we have stacked an atomic insulator onto the original system, so it remains in the same phase. Then, we perform a barycentric subdivision of the lattice, remove the original lattice, and associate the two complex fermions per link to different triangles. This procedure is illustrated in Fig. 16. In this process, we have not changed the dynamics of the system, and in the end, we have a beyond-supercohomology model which lives in the same Hilbert space as the supercohomology models constructed in this paper, and hence is readily bosonizable.

Now we argue that bosonizing these beyond-supercohomology models gives symmetry-enriched toric code models in which global symmetries convert \(e\) excitations into \(m\) excitations. Key to this argument is the following property of the symmetry action in beyond-supercohomology models with symmetry defects. For beyond-supercohomology phases with symmetry \(G\), there is an additional piece of data relative to supercohomology phases—a homomorphism \(\sigma: G \to \mathbb{Z}_2\). According to Refs. [39,44,48], the effective symmetry action near a fermion parity defect is fermion parity odd when acting with on-site symmetry operator \(\hat{V}(g)\) representing \(g \in G\) for which \(\sigma(g)\) is nontrivial.

We analyze this effect in our beyond-supercohomology models by inserting a pair of fermion parity defects at well-separated vertices \(a\) and \(b\). Loosely, we create the pair of fermion parity defects by choosing a path \(\Gamma\) connecting \(a\) and \(b\) and modifying hopping operators in the Hamiltonian.

**FIG. 16.** Far left: The beyond-supercohomology models in Ref. [39] have \(G\) d.o.f. (green dots) at vertices and a single complex fermion d.o.f. (yellow dots) at each link. (a) We add an additional complex fermion d.o.f. (hollow yellow circle) to each link and modify the Hamiltonian by adding a term that enforces zero fermion occupancy at each of these additional sites. (b) We add links to the lattice to form the barycentric subdivision of our original triangulation. (c) The links of the original lattice are removed in the bulk and we associate one complex fermion to each triangle of the resulting lattice. The branching structure is determined by the branching structure of the original lattice. Importantly, the final Hilbert space has a single complex fermion d.o.f. for each triangle. Note that the \(G\) d.o.f. remain in place.
corresponding to links in $\Gamma$. Heuristically, the modification of the Hamiltonian makes it so that when a fermion moves around one of the fermion parity defects, it picks up an extra $-1$ sign.

To include fermion parity defects, we first write the beyond-supercohomology model $\hat{H}^{BS}$ as a sum of local terms,

$$\hat{H}^{BS} = \sum_j \hat{h}_j^{BS},$$

with each $\hat{h}_j^{BS}$ supported on the spatially bounded region $R_j$. Now, we define

$$\hat{p}_p = \frac{1}{2} \left( 1 + \prod_{i:p} \hat{S}_{ip} \prod_{i:p} (-1)^{\hat{F}_{ip}} \prod_{i:p} (-1)^{\hat{F}_{pi}} \right)$$

and write

$$\hat{H}^{BS} = \sum_j \hat{p}_j \hat{h}_j^{BS} \hat{p}_j - \sum_p \hat{p}_p. \quad (G4)$$

$\hat{p}_p$ is identically equal to 1, so $\hat{H}^{BS}$ is equivalent to $\hat{H}^{BS}$.

Next, let us modify this Hamiltonian to insert a pair of defects at two well-separated vertices $a$ and $b$. Let $\Gamma$ be a path of links connecting $a$ and $b$, and let $\Gamma_{pq}$ be the indicator function

$$\Gamma_{pq} = \begin{cases} 1 & \text{if } \langle pq \rangle \in \Gamma \\ 0 & \text{otherwise} \end{cases} \quad (G5)$$

Now we write each local term $\hat{h}_j^{BS}$ explicitly as a linear combination of products of $\hat{S}_{pq}$ and $(-1)^{\hat{F}_{pq}}$, and we make the replacement

$$\hat{h}_j^{BS}(\hat{S}_{pq}, (-1)^{\hat{F}_{pq}}) \rightarrow \hat{h}_j^{BS}(\hat{S}_{pq}, (-1)^{\hat{F}_{pq}}). \quad (G6)$$

Making the same replacement in $\hat{p}_j$ yields a new Hamiltonian $\hat{H}_\Gamma^{BS}$.

Notice that replacing $\hat{S}_{pq}$ with $(-1)^{\hat{F}_{pq}} \hat{S}_{pq}$ in the expression defining $\hat{p}_p$ yields 0 if $a$ or $b$ is contained in the region $R$. As a consequence, Hamiltonian terms whose support contains the defects are removed from the Hamiltonian.

Now we bosonize $\hat{H}^{BS}$ and $\hat{H}_\Gamma^{BS}$. This yields

$$\hat{H}^{BS}_b = \hat{H}^{BS}_\Gamma(\hat{U}_{pq}, \hat{W}_{pqr}). \quad (G7)$$

and

$$\hat{H}^{BS}_{b, \Gamma} \equiv \hat{H}^{BS}_{\Gamma}((-1)^{\hat{F}_{pq}} \hat{U}_{pq}, \hat{W}_{pqr}). \quad (G8)$$

The operators $\hat{p}_p$ become projectors onto the $\hat{G}_p = 1$ subspace for all $p \in R$. As a consequence, the ground states of $\hat{H}^{BS}_{b, \Gamma}$ are in the $\hat{G}_p = 1$ subspace, and away from the defects the ground states of $\hat{H}^{BS}_{b, \Gamma}$ are in the $\hat{G}_p = 1$ subspace. We also note that, by construction, the bosonized Hamiltonians commute with $\hat{G}_p$ for all $p$, and thus, $\hat{G}_p$ can be interpreted as a small loop of an emergent fermion string operator around the vertex $p$.

We can obtain a ground state of $\hat{H}^{BS}_{b, \Gamma}$ by applying a certain string operator to a ground state of $\hat{H}^{BS}_b$. In particular, the string operator $\hat{U}_\Gamma = \prod_{\langle pq \rangle \in \Gamma} \hat{Z}_{pq}$ does the job. Explicitly,

$$\hat{H}^{BS}_{b, \Gamma} \hat{U}_\Gamma |\Psi^{BS}_b \rangle = \hat{U}_\Gamma \hat{H}^{BS}_b |\Psi^{BS}_b \rangle = E_{\min} \hat{U}_\Gamma |\Psi^{BS}_b \rangle, \quad (G9)$$

where in the first equality, we used that $\hat{U}_\Gamma$ anticommutes with $\hat{U}_{pq}$ for $\langle pq \rangle \in \Gamma$. Applying $\hat{G}_p$ to this ground state at either end point of $\Gamma$, we find that moving an emergent fermion around the end point produces a minus sign:

$$\hat{G}_{a/b} \hat{U}_\Gamma |\Psi^{BS}_b \rangle = - \hat{U}_\Gamma |\Psi^{BS}_b \rangle. \quad (G10)$$

Hence, $\hat{U}_\Gamma$ creates either $e$ excitations or $m$ excitations at its end points.

Since ground states of $\hat{H}^{BS}_{b, \Gamma}$ have a pair of $e$ or $m$ excitations relative to ground states of $\hat{H}^{BS}_b$, we can determine the effective symmetry action on a pair of $e$ or $m$ excitations at $a$ and $b$ by bosonizing the effective symmetry action on the fermionic state with fermion parity defects at $a$ and $b$. For $g$ such that $\sigma(g)$ is nontrivial, the effective symmetry action on the state with fermion parity defects splits into a fermion parity odd operator associated to each defect. Expressing the symmetry action in terms of local fermion parity even operators, so that it may be bosonized, requires a string of hopping operators and fermion parity operators connecting the two fermion parity odd operators. Hence, bosonization yields an effective symmetry action that includes an $em$ string connecting $a$ and $b$. This $em$ string converts an $e$ ($m$) string into an $m$ ($e$) string, and we have recovered the expected effective symmetry action in the bosonic shadow theory of a beyond-supercohomology phase at the lattice level.

Finally, to demonstrate that beyond-supercohomology SPT ground states cannot be constructed by applying a symmetric finite depth quantum circuit to a trivial product state, we assume that this is indeed possible and derive a contradiction. If such a circuit $\hat{U}^{BS}$ exists, then in bosonizing the circuit we obtain a circuit $\hat{U}^{BS}_b$, which is globally
symmetric up to factors of $\hat{G}_p$. (The $\hat{G}_p$ generate the kernel of the fermionization duality.) Explicitly,
\[
\hat{V}(g)\hat{U}_b^{\text{BS}} = \hat{U}_b^{\text{BS}} f_g(\hat{G}_p)\hat{V}(g) \tag{G11}
\]
for some $g$-dependent function $f_g$ of the $\hat{G}_p$. In what follows, let us assume that $\hat{U}_\Gamma$ creates a pair of $e$ excitations. An analogous argument can be made if $\hat{U}_\Gamma$ instead creates $m$ excitations. Writing a ground state of the toric code with a pair of $e$ excitations as $|\psi_{\text{TC}}^{ee}\rangle$, the ground state of $\hat{H}_b^{\text{BS}}$ with $e$ excitations is $\hat{U}_b^{\text{BS}}|\psi_{\text{TC}}^{ee}\rangle$. We then compute the effective symmetry action on a pair of $e$ excitations:
\[
\hat{V}(g)\hat{U}_b^{\text{BS}}|\psi_{\text{TC}}^{ee}\rangle = \hat{U}_b^{\text{BS}} f_g(\hat{G}_p)\hat{V}(g)|\psi_{\text{TC}}^{ee}\rangle = \hat{U}_b^{\text{BS}} f_g(\hat{G}_p)|\psi_{\text{TC}}^{ee}\rangle. \tag{G12}
\]
As we have argued (at least for the anyons created by $\hat{U}_\Gamma$), the effective symmetry action should convert the $e$ excitations into $m$ excitations. However, $f_g$ is a function of small emergent fermion loop operators. Loops of $em$ string are unable to transform $e$ excitation into $m$ excitations. This contradicts the expected effect of global symmetry action in the bosonic shadow model for beyond-supersymmetry phases.

We have now shown that the ground state of a specific beyond-supersymmetry model cannot be constructed by applying a symmetric quantum circuit to a trivial product state. This is sufficient to argue that no ground state of any supersymmetry model can be constructed from a trivial product state with a symmetric quantum circuit. This is because, by definition, ground states of two beyond-supersymmetry phases can be related by a quantum circuit built of symmetric local unitaries.

While we have shown that a symmetric quantum circuit is incapable of building the ground state of a beyond-supersymmetry phase from a trivial product state, it would be interesting to identify a quantum circuit, albeit not symmetric, which is capable of creating the ground state of a beyond-supersymmetry SPT from a trivial product state. We leave this for future work.

[19] A finite depth quantum circuit of local unitaries is a unitary operator that can be expressed in the form $(\prod_i U_{n,i}) \cdots (\prod_i U_{1,i})$, where the unitaries $U_{i,j}$ satisfy the following properties. First, each $U_{i,j}$ acts as the identity everywhere except on spins located in a disk of finite radius. In this sense, $U_{i,j}$ is a local unitary. Furthermore, for each $j \neq k$, $U_{i,j}$ has nonoverlapping support with $U_{i,k}$. The collection of unitaries sharing the first index defines a “layer” of the quantum circuit. That is, $\prod_i U_{i,j}$ is the $j$th layer of the quantum circuit. “Finite depth” means that the number of layers remains finite in the thermodynamic limit of large system size.
Here we use the fact that $\omega$ is given by

$$\omega = \sum_{j=0}^{k} (\epsilon_j^0 \delta g_j),$$

where $\delta g_j$ means that $g_j$ is omitted. Let $f$ be a map from $G^k$ to $U(1)$. Then the coboundary of $f$ is given by

$$\delta f(g_0, \ldots, g_k) = \prod_{j=0}^{k} f(g_0, \ldots, \hat{g}_j, \ldots, g_k).$$

Here we use the fact that $n$ is a normalized 2-cocycle.

Let $h$ be a map from $G^k$ to $\mathbb{Z}_2$. The coboundary of $h$ is given by

$$\delta h(g_0, \ldots, g_k) = \sum_{j=0}^{k} (-1)^j h(g_0, \ldots, \hat{g}_j, \ldots, g_k),$$

where $\hat{g}_j$ means that $g_j$ is omitted. Let $f$ be a map from $G^k$ to $U(1)$. Then the coboundary of $f$ is given by

$$\delta f(g_0, \ldots, g_k) = \prod_{j=0}^{k} f(g_0, \ldots, \hat{g}_j, \ldots, g_k) \cdot (-1)^j.$$

Note that on manifolds $M$ with nontrivial $H_1(M)$ global relations need to be specified to ensure that the duality is consistent. These additional relations can be seen as coming from operator identities on the fermionic side of the duality—certain products of fermionic “hopping” operators and parity operators along nontrivial 1-cycles are equivalent to the identity.

The fact that the number of vertices $p$ with $c(p) = -1$ is even is just a consequence of the fact that the winding number of singularities is additive: a contour that encloses several singularities has a winding number equal to the sum of the winding numbers of those singularities. On a compact manifold, a small contour enclosing no singularities can equivalently be thought of as a large contour enclosing all the singularities (by exchanging the notion of “inside” and “outside” the contour).

Here we use the definition of $\cup$ (see Appendix A of Ref. [13]) to write

$$n \cup_1 \delta \beta = n \cup \beta + \beta \cup n + \delta (n \cup_1 \beta).$$

Strictly speaking, the argument holds for a slightly modified $\bar{H}_f$ (see Appendix A of Ref. [23]).