Similarly to laser or x-ray beams, the interaction of sufficiently intense particle beams with neutral gases will result in the creation of plasma. In contrast to photon-based ionization, the strong unipolar field of a particle beam can generate a plasma where the electron population receives a large initial momentum kick and escapes, leaving behind unshielded ions. Measuring the properties of the ensuing Coulomb exploding ions—such as their kinetic energy distribution, yield, and spatial distribution—can provide information about the peak electric fields that are achieved in the electron beams. Particle-in-cell simulations and analytical models are presented for high-brightness electron beams of a few femtoseconds or even hundreds of attoseconds, and transverse beam sizes on the micron scale, as generated by today’s free electron lasers. Different density regimes for the utilization as a potential diagnostics are explored, and the fundamental differences in plasma dynamical behavior for e-beam or photon-based ionization are highlighted. By measuring the dynamics of field-induced ions for different gas and beam densities, a lower bound on the beam charge density can be obtained in a single shot and in a noninvasive way. The exponential dependency of the ionization yield on the beam properties can provide unprecedented spatial and temporal resolution, at the submicrometer and subfemtosecond scales, respectively, offering a practical and powerful approach to characterizing beams from accelerators at the frontiers of performance.
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I. INTRODUCTION

Advanced particle-accelerator-based scientific-user facilities, such as free electron lasers (FELs) or particle colliders, rely on high-brightness electron beams. X-ray FELs are designed to produce ultrashort and intense bursts of x rays, opening up new research avenues in chemistry, biology, material science, and high-intensity laser-matter interaction physics. Groundbreaking experiments are being performed, ranging from single-molecule imaging to time-resolved ultrafast x-ray science with few-femtoseconds resolution [1–4]. The dynamics of high-gain FELs is directly related to the charge density in space-time and can be expressed by the so-called Pierce parameter, which is optimized by high charge densities, i.e., high peak currents, and few-femtosecond longitudinal and few-micrometer transverse beam sizes [5]. The European X-ray free-electron laser (European XFEL), free-electron laser in Hamburg (FLASH), Linac Coherent Light Source (LCLS), SPring-8 Angstrom Compact free electron LASer (SACLA), and Swiss free electron laser (SwissFEL) are examples of such machines that target these extreme parameters with low electron-beam charges of a few picocoulombs and ultrashort pulse durations of a few femtoseconds or shorter as their baseline configurations [6–10]. In future radio-frequency or plasma-based collider concepts, electron beams may be focused to submicrometer transverse beam sizes to maximize the luminosity of the collider, and ultrashort beam durations will help to minimize the amount of beamstrahlung that would impact the performance of accelerators and detectors [11]. The performance of this new generation of facilities also relies on electron beams with high brightness, i.e., high charge density through ultralow emittance. Measuring and, ultimately, controlling the properties of these beams is a major challenge, and novel advanced diagnostic techniques are required to set up and run such accelerators. While the total charge can be readily measured with existing technologies, new concepts are required to access the relevant regimes of few femtosecond to even attosecond beam durations and few micron transverse beam sizes.
Diagnostic techniques for longitudinal phase-space studies, such as radio-frequency streaking and electro-optic monitoring, have been deployed for few to tens of femtosecond-long electron beams [12,13]. Methods relying on either coherent emission in the THz [14,15] to near infrared and visible regions of the spectrum [16,17] have been successfully used to determine that beams from plasma-based accelerators can be femtoseconds in durations. Recently, a THz-driven streak camera has been proposed with potential femtosecond time resolution, which is achieved by combining resonant THz subwavelength structures with intense single-cycle THz pulse generation [18].

Transverse beam sizes are routinely measured, invasively, using scintillator or optical transition radiation screens or wire scanners with resolution of 5–10 μm, respectively [19,20]. Noninvasive laser-based techniques have also been developed to measure the spatial properties of electron beams focused to a few tens of microns [15,21] or even submicrometer scale [22]. However, these techniques, such as the Shintake interference monitor, require dedicated laser systems, as well as precise timing for overlap of femtosecond laser and electron beams.

Lastly, techniques based on the interaction of electron beams and gas have been studied and tested successfully by several authors in order to characterize electron-beam cross sections relying on the space-charge field of the electron beam [23–26].

Here, we revisit ionization-based techniques and propose the use of a high-peak electric field (tens of GV/m) associated with high-brightness electron beams for measuring the charge density on a shot-by-shot basis in a minimally invasive way. Relativistic electron beams with femtosecond or even attosecond durations and transverse beam sizes of micrometers or less carry radially polarized electric fields with tens of GV/m field strength. Such fields are sufficiently high to tunnel-ionize a neutral gas through which the electron beam propagates. Detecting and characterizing the yield of ions, their kinetic energy distribution or even their spatial distribution can be used to characterize the electron beam in space and time. The exponential dependency of tunnel ionization on the electron beam’s radial space-charge field, and thus its charge density, results in a sensitive monitor for electron beams with longitudinal durations of femtoseconds or even attoseconds and transverse beam sizes on the order of micrometers or less. In principle, the method may have a limited dynamic range in detectable field strength due to the limited number of electrons or ions a detector can measure. However, a significantly larger dynamic range can be obtained by using mixed gas species and/or relying on modification of the kinetic energy spectrum of the ions in a preformed plasma (e.g., created using laser ionization) by the fields of the electron beam below the tunneling ionization field strength. It is important to note that, compared to ionization with laser fields of similar field strengths, ionization with electron beams produces electrons with substantially higher kinetic energies due to the unipolar field. Therefore, it is technically very challenging, if not impossible, to analyze the electrons produced. The proposed diagnostic may serve as a routine tool for optimizing self-amplified spontaneous emission (SASE) FEL operation, and it may also become a key diagnostic for plasma-based accelerators with their ultrashort electron beams [16,17]. It can be used as a complementary technique to the gas monitor detectors (GMD) that are routinely used as a noninvasive and shot-by-shot intensity monitor of FEL photon pulses, relying on photoionization of (rare) gases [27].

In the following sections, we describe the principle of such a charge density monitor and define the operation regimes in which unwanted effects such as competing ionization processes, Coulomb scattering, and plasma shielding can be neglected. The analytical ionization model, complemented by numerical simulations, is summarized. Fundamental differences between electron-beam-based and laser-based tunnel ionization are highlighted, and their influence on the detector performance is discussed. Finally, we analyze to what extent such a diagnostic can be noninvasive.

II. PRINCIPLE OF THE DIAGNOSTIC METHOD

The schematic drawing of the charge density diagnostic is shown in Fig. 1. A high-brightness electron beam propagates through a gas plume emanating from a gas jet. A pulsed valve, combined with an appropriate pumping station, ensures good control of the gas pressure, which can be kept within the standard vacuum operating conditions of a linear accelerator (<10⁻⁶ mbar). Detailed knowledge of the density profile in the gas jet is important, including the peak density and length of the gas plume that will be intersected by the particle beam, and can be obtained using interferometric measurement techniques [28]. For sufficiently high space-charge fields, on the order of tens of
GV/m, the gas will be ionized by the process of tunneling ionization. The ionized electrons have a few to tens of keV kinetic energies and will quickly exit the interaction volume, leaving behind an initially static ion column, which subsequently undergoes a Coulomb explosion. A suitable ion detector, e.g., a proportional counter or an ion mass spectrometer, must be designed such that it collects and measures all ions generated. This will become increasingly more challenging as the number of ions becomes larger. In other words, a realistic and accurate simulation of the exploding ion column is essential for a proper understanding of the detector performance. We show that under the proper operating conditions, the number of measured ions is correlated to the peak charge density of the electron beam. In addition, measuring the kinetic energy distributions of the ions can provide information about electron-beam transverse sizes [23,24]. Alternatively, an ion time-of-flight (TOF) spectrometer can be used to retrieve electron-beam parameters through arrival time distributions of multiple species.

III. THEORETICAL ANALYSIS OF ATOMIC TUNNELING IONIZATION

We start with an analytical expression for the charge density and the resulting radial electric field distribution, which, for relativistic beams, is polarized predominately in the radial direction. Here, the electric field strength is restricted to a range in which tunneling ionization dominates, e.g., compared to the barrier suppression, and the Ammosov-Delone-Krainov (ADK) model is used to quantify the ionization rate. The charge density distribution can be defined in a cylindrically symmetric geometry as

$$\rho_{\text{beam}}(r, z, t) = \rho_{\text{pk}} f_z(z - \beta ct),$$

with the peak electron charge density \(\rho_{\text{pk}}\), the radial distribution \(f_z(r)\), and the longitudinal distribution \(f_z(z - \beta ct)\). The radial and longitudinal distributions are normalized such that \(\max\{f_z(r)\} = \max\{f_z(z - \beta ct)\} = 1\). Moreover, it is assumed that the transverse beam size remains constant over the relevant scale length. The beam propagates along the \(z\) axis with a velocity of \(\beta c\). Integration over the entire charge density must result in the total beam charge \(Q\). The associated radial space-charge field can be readily calculated via Gauss’s law,

$$E_r(r, z, t) = \frac{\rho_{\text{pk}}}{\varepsilon_0 r} \int_0^r dr' f_z(r') f_z(z - \beta ct).$$

Hereafter, we illustrate all general results for a Gaussian charge distribution,

$$\rho_z(r, z, t) = \rho_{\text{pk}, z} \exp \left(-\frac{r^2}{2\sigma_r^2} - \frac{(z - \beta ct)^2}{2\sigma_z^2}\right).$$

with the transverse and the longitudinal beam size \(\sigma_r\) and \(\sigma_z = \beta c \sigma_r\), respectively. In this case, the peak charge density is

$$\rho_{\text{pk}, z} = \frac{Q}{(2\pi)^{3/2}\sigma_r^2\sigma_z} = \frac{I_{\text{pk}, z}}{2\pi\sigma_r^2\beta c},$$

with the peak current \(I_{\text{pk}, z} = Q/\sqrt{2\pi\sigma_z}\). For a Gaussian charge density distribution, the radial electric field is

$$E_{r, z}(r, z, t) = \frac{\rho_{\text{pk}, z}\sigma_z^2}{\varepsilon_0 r} \left[1 - \exp \left(-\frac{r^2}{2\sigma_r^2}\right)\right] \times \exp \left(-\frac{(z - \beta ct)^2}{2\sigma_z^2}\right).$$

The peak electric field \(E_{\text{pk}, z} \approx \rho_{\text{pk}, z}\sigma_z/2\varepsilon_0\) occurs at \(r \approx \pi\sigma_r/2\).

It would be straightforward to extend this model to describe other current density distributions, but for brevity, this has not been included.

The possibility of creating plasma by tunnel ionizing a neutral gas with the self-field of an intense electron beam was previously studied by several other authors [29–32]. Here, we revisit this work via further analytical modeling and simulations to obtain scaling for the dependency of the generated ions and electrons on the peak charge density of the electron beam.

The ADK model used for this study is based on the ionization rate of a hydrogenlike atom in a static electric field with modifications introduced for many-electron atoms. This tunneling ionization model can be used for the relevant regime of interest for the vast majority of present and near-term future experiments. Nevertheless, it is straightforward to extend the theory and modeling to include ionization by any mechanism. It should also be noted that, if the focused beams were to produce fields in excess of those valid for tunneling ionization, the diagnostic could still be implemented in the tunneling regime by passing the beam some distance outside the gas jet so that the fields within the jet are reduced to achieve ionization in the tunneling regime. In addition, this diagnostic could be used to validate various ionization models by comparing the observed ionization to the results predicted by different models. We envision that beam parameters can be controlled, and hence, levels below and above the critical field could be achieved.

A key element of the ADK theory is that the ionization rate has an exponential dependence on the ionization potential of the atom \(V_i\) and the strength of the external electric field, which in our case is the radial electric field associated with the high-brightness electron beam. The ionization rate for any type of atom and for a time-varying electric field is given by [33,34]
\[ W(r, z, t) = \frac{Z^2 \omega_a^3}{4 \pi n_{\text{eff}}^3} \left( \frac{2E_a Z^3}{n_{\text{eff}}^3 E_a(r, z, t)} \right)^{2n_{\text{eff}}-1} \left( \frac{2e}{n_{\text{eff}}} \right)^{2n_{\text{eff}}} \times \exp \left( -\frac{2E_a Z^3}{3n_{\text{eff}}^3 E_a(r, z, t)} \right), \]  

where \( \omega_a = 4.13 \times 10^{16} \) rad/s is the atomic unit frequency, \( E_a = 5.1 \) GV/cm the atomic unit field strength, \( n_{\text{eff}} = Z/\sqrt{V_i/V_H} \) the effective quantum number, \( V_H = 13.6 \) eV the ionization potential of hydrogen, and \( Z \) the charge of the resulting ion. The ADK formula for hydrogen agrees well with numerical solutions of the time-dependent Schrödinger equation for magnitudes of the external electric field below the critical value \( E_{\text{crit}} = E_a(\sqrt{2} - 1)[V_i/V_H]^{3/2} \) [35].

All calculations and simulations presented hereafter, unless mentioned otherwise, are performed for typical beam parameters of FEL accelerators: a Gaussian charge density distribution with a total charge of \( Q = 230 \) pC, a beam duration of \( \sigma_t = 21 \) fs, and a transverse size of \( \sigma_x = 5.67 \) \( \mu \)m. These parameters result in a maximum electric field strength of 21 GV/m.

Figure 2(a) shows an intensity plot of the electric field distribution [Eq. (5)] for \( t = 0 \) in the \( rz \) plane. The resulting ionization rate for xenon with \( V_i = 12.13 \) eV is shown in Fig. 2(b). The ionization rate peaks where the radial space-charge field has its maximum. From the ionization rate, the ion density \( n(r, z) \) can be estimated, i.e., for \( t \to \infty \),

\[ n(r, z) = n_{j0}(r, z) \left[ 1 - \exp \left( -\int_{-\infty}^{\infty} dt W(r, z, t) \right) \right], \]

with the initial gas density \( n_{j0}(r, z) \). The ion density grows linearly with the time-integrated ionization rate if the latter is not too high. While the \( r \) dependence of the initial gas density may be neglected for most practical cases, the \( z \) dependence has to be considered, as it impacts the total number of ions that can be produced. Moreover, the scale length of the density variation should be comparable to the beta function of the electron beam to assess the length over which ions are generated. The total number of ions generated via field-induced ionization is given by

\[ N_{\text{ions,ADK}} = \int_V dVn(r, z), \]

where \( V \) is the interaction volume of the electron beam with the neutral gas. As an example, the maximum radial electric field and the ionization probability for an electron beam with a peak charge density between 2 and \( 14 \times 10^4 \) C/m\(^3\) are plotted in Fig. 3. The neutral gas is xenon with a constant density of \( n_{j0} = 10^{17} \) cm\(^{-3}\). To allow for a consistent comparison of ionization yield for electron beams of various durations, the interaction length is fixed hereafter to 100 \( \mu \)m, which is less than the beta-function variation along the interaction length for tightly focused (submicron-level) electron beams.

While the peak electric field scales linearly with the peak charge distribution and remains below the critical field for xenon, i.e., \( E_{\text{crit}} = 63 \) GV/m, the exponential dependence of the tunnel ionization rate on the electric field results in a highly nonlinear dependency on the total ion number [Eq. (8)] extending over almost 10 orders of magnitude. This makes such an ionization-based monitor, under the
given conditions, a very sensitive device for the measurement of beam-length changes on a femtosecond or even subfemtosecond scale, assuming that all other parameters, such as gas pressure and transverse beam size, remain constant. By measuring the total number of ions for a known neutral gas density, the peak electric field—and therefore the peak charge density—can be inferred for the (here assumed) Gaussian charge distribution. Since the peak charge density depends on the total charge $Q$, the transverse size $\sigma_t$, and beam duration $\sigma_z$, by measuring any two of these three parameters via dedicated diagnostics, we obtain the third with unprecedented resolutions. This is especially valuable when one of the three parameters is impossible to measure by any other method.

The rather limited dynamic range in terms of peak electric field values can be easily overcome by installing a focusing magnet before the gas target, which allows one to adjust or even scan the transverse size of the electron beam. In order to have a noninvasive and thus operational diagnostics during user operation, a mixed gas target can be used. In the case of a focusing magnet before the gas target, which allows one to adjust or even scan the transverse size of the electron beam, the ionization process can be inferred for the (here assumed) Gaussian charge distribution. Since the peak charge density depends on the total charge $Q$, the transverse size $\sigma_t$, and beam duration $\sigma_z$, by measuring any two of these three parameters via dedicated diagnostics, we obtain the third with unprecedented resolutions. This is especially valuable when one of the three parameters is impossible to measure by any other method.

The inverse problem of determining the longitudinal charge density profile from the measured ion yields does not have a unique solution. For a fixed electron-beam charge and transverse size, there are a variety of charge density profiles that produce the same amount of ions. Owing to the exponential dependence of tunneling ionization on the electric field of the beam, the ionization process will tend to be dominated by any spikes that exist in the charge density profile. Therefore, for example, one cannot distinguish between a smooth Gaussian charge density profile and a profile that consists of a narrow spike on top of a broad background. A short, high-amplitude field could give the same signal as a longer, slightly lower-amplitude field. If we assume that the current distribution is smooth, then by fitting the observed signal with a model for a smooth current distribution, one can obtain a lower bound on the maximum current density while realizing that the actual maximum current density may be higher if spikes exist in the current distribution. The proposed technique may aid significantly in measuring and monitoring electron beams on a femtosecond or even shorter timescale. If this diagnostic is combined with another diagnostic that yields information on the width of the spike(s), e.g., coherent transition radiation from a plasma-vacuum boundary (see, for example, Refs. [14,15]), then this limitation could be circumvented. This selectiveness to spikes could well be regarded as being advantageous if the peak current is the parameter of interest—for instance, for the optimization of FELs, where the peak current is one of the decisive parameters for the FEL process.

Time-resolved charge density measurements are crucial for controlling FEL performance. In such cases, the proposed detector may be combined with the emittance spoiling technique proposed by Emma et al. [36]. Alternatively, ultrashort slices could be generated by using a collimator on an energy-dispersed electron beam, if beam losses were not a problem [37]. By using this technique, electron-beam durations on the order of femtoseconds to a few hundred attoseconds (comparable to the FEL slippage length) can be selected and characterized. Scanning the position of the slotted foil allows us to select an unspoiled temporal slice, and by measuring the total number of ions versus foil position, a much more accurate charge density profile measurement may be possible. In addition, the scanning of the slotted foil may be used for a relative calibration of the monitor (number of ions versus beam duration). The intrinsic bandwidth of the SASE process (for most radio-frequency accelerator-driven FELs) would allow selection of unspoiled electron beams of 300 attosecond or more. An important physical effect that could potentially be studied is the quenching of ionization due to nonzero intrinsic quantum tunneling time. This effect may be used as a unique tool to monitor and control attosecond unipolar electron beams that may be produced in FEL machines relying on advanced schemes, such as the enhanced SASE technique [38].

IV. NUMERICAL MODELING OF FIELD-INDUCED TUNNELING IONIZATION

For a more accurate modeling of the ionization process, numerical simulations were carried out with the fully relativistic particle-in-cell (PIC) codes VSim [39] and WARP [40]. The ADK ionization models used for VSim and WARP can be found in Refs. [41,42], respectively. Electron-beam parameters are those expected for the SwissFEL long-pulse operation mode [10]: a 5.8-GeV electron beam with an energy spread of $\sigma_E = 350$ keV, a normalized emittance of $\epsilon_r = 300$ nm, 230 pC charge, a...
three-dimensional Gaussian distribution with rms radius of $\sigma_r = 5.67 \mu m$, and a rms longitudinal beam duration of $\sigma_t = 21$ fs. As a neutral gas, we chose xenon, with a density of $n_0 = 17 \text{ cm}^{-3}$ and an interaction length of 100 $\mu m$. These parameters result in a peak charge density of $\rho_{pk,g} = 7.25 \times 10^4 \text{ C/m}^3$, a peak current of 4.4 kA, and an expected maximum radial electric field of 21 GV/m. Figure 5 shows a snapshot of the simulated radial electric field associated with the relativistic electron beam. The lineout indicates a maximum electric field amplitude of approximately 21 GV/m, which is well below the critical field for tunnel ionization of xenon gas but sufficiently high to create a substantial ion density.

Figure 6 shows the theoretical estimation of the peak electric field [Eq. (5), solid magenta curve] as well as the total number of ions [Eq. (8), solid black curve] as a function of the electron-beam duration. Also shown are selected 3D VSim (magenta filled stars) and 2D cylindrical WARP (black diamonds) simulations that agree perfectly well with the analytical predictions. The simulations confirm the highly nonlinear dependence of the total number of ions on the electron-beam duration; i.e., the total number of ions increases from less than 10 at 50 fs to $10^{11}$ for only 10 fs. In other words, the measurement features an extremely high sensitivity to small changes of the electron-beam duration.

Even shorter electron beams are expected from laser-plasma acceleration (LPA); therefore, the diagnostic performance on the temporal duration of LPA generated electron beams is investigated. To date, the BELLA Laser Facility [43] has generated the highest electron-beam energies of several GeV, and focusing such beams down to few-micrometer spot sizes using novel techniques such as the active plasma lensing [44] is presently being explored. Moreover, the transverse beam size can be readily scanned by changing the discharge current of the plasma lens. The proposed ionization-based monitor could provide information on the electron-beam duration, when the total charge and transverse size are determined independently, and provide an alternative to other electron-beam duration detection schemes [16,17].

Alternatively, if the electron-beam duration is known, the measurement of submicron-size beams with this minimally invasive method is also possible. In the following, the total number of ions generated from BELLA driven electron beams is analyzed theoretically as a function of transverse beam sizes for different electron-beam durations, with the results shown in Fig. 7. The total beam charge is assumed to be $Q = 3.3 \text{ pC}$ (i.e., at the low side of what is typically produced at BELLA), the argon gas density is $10^{14} \text{ cm}^{-3}$,
and the interaction length is 100 μm. Also, the electric field is kept below the critical field of argon, i.e., $E_{\text{crit}} = 93.7$ GV/m for all the cases under study.

The total number of ions depends strongly on the transverse beam size, and only 20% beam-size variation changes the total number of ions by 1 order of magnitude.

V. CHARGE DYNAMICS IN NON-NEUTRAL PLASMA

For a better understanding of the dynamics and detection of plasma electrons and ions, simulations were performed with WARP [40]. Moreover, to incorporate a realistic ion detector, two parallel plates of diameter $D = 5.5$ cm, thickness $T = 5$ mm, and separation $S = 1.5$ cm were included. The bottom plate has a potential of $V = 600$ V to push the ions towards the grounded top plate, with an aperture of diameter $A = 1$ cm at the center. The aperture simulates the entrance to, e.g., an ion time-of-flight spectrometer. As a gas target, hydrogen or xenon was selected, and the density was varied between $10^{11}$ cm$^{-3}$ and $10^{17}$ cm$^{-3}$. The gas plume was approximated by a 100 μm flat density section terminated at both ends by a 10 μm sinusoidal ramp. To capture the wide range of length scales accurately, WARP’s adaptive mesh refinement was used. A nested set of grids of decreasing size and increasing resolution (by factors of 2 along each direction at each refinement level) was adaptively determined for each iteration step, enabling field solutions of the ion column and plates together. The entire grid spanned around 3 orders of magnitude in each dimension using only 40,960 cells instead of the over $1.3 \times 10^9$ that would be required for a fixed grid. Also, adaptive time stepping was used to speed up the simulations.

First, analytical scaling expressions are discussed to show the response of plasma electrons and ions to the electron beam’s space-charge field with and without the aid of an external extraction field. Thereafter, the plasma dynamics of laser-induced and electron-beam-induced ionization is compared.

A. Plasma effects and Coulomb explosion

For a preionized, uniform plasma, the plasma response to a relativistic electron beam is studied in detail in Refs. [29,45]. For a low-density plasma driven by a short, intense electron beam (in which the plasma wavelength is long compared to the beam length and the plasma density is lower than the beam density), the plasma develops a plasma wake (electron plasma wave) in the blow-out or bubble regime [46,47].

Here, the plasma electrons are forced outwards radially by the Coulomb field of the electron beam, leaving behind the ions, which are essentially stationary on the timescale of a plasma period. For an initially uniform plasma (of infinite radial extent), the plasma electrons are blown out to some maximum radius (the bubble radius), before they are pulled back to the axis by the field of the ions within the bubble region. For an initially uniform plasma, the electrons will always return to the axis, even when increasing the electron beam’s field, which will force the plasma electrons outwards to larger radii; the unshielded ion region within the bubble, and thus the restoring force, increases concurrently, thereby causing the electrons to return to the axis.

For a plasma of finite radius, this is not necessarily the case. If the plasma radius is larger than the bubble radius, we expect the bubble structure to be largely unperturbed from the uniform plasma case. If the plasma radius is smaller than the bubble radius, then the restoring force is reduced since the number of ions within the bubble is reduced (owing to the finite radial extent of the plasma). This causes the maximum radial extent of the blown-out electron orbits to increase. For sufficiently narrow and low-density plasmas, the restoring force of the ions cannot balance the radial force of the drive beam, and the electrons will not return to the axis but instead will radially escape the plasma. Once the electrons escape, an unshielded ion column will remain, which will subsequently undergo a Coulomb explosion with energy gain proportional to the space-charge field of the ion column.

The electrons can escape when the energy gained from the electron beam is greater than the potential of the ion column, which will be satisfied for $n_i/n_0 \gg Z_i e r_p^2/(L_b r_b)$, where $Z_i e$ is the ion charge, $L_b$ and $r_b$ are the beam length and radius, respectively, $n_i$ and $n_0$ are the densities of the beam and ion column, respectively, and $r_p$ is the radial size of the plasma column. This condition is well satisfied for all scenarios presented here.

Estimates and scaling laws for ion energies resulting from Coulomb explosion can be obtained by considering a simplified model of a uniform plasma column of finite radius. If we consider a long ion column with initially uniform ion density $n_0$ out to a radius $r < r_p$, the kinetic energy gained by an ion after moving from $r_i < r_p$ to $r_f$ is $E_C = M_i e^2 (k_i r_i^2 \ln(r_f/r_i)/2$, where $k_i = \sqrt{n_0 Z_i^2 e^2 / e_0 M_i c^2}$ is the ion plasma wave number and $M_i$ the ion mass.

Figure 8 shows the maximum energy gain of ions, e.g., hydrogen and xenon ions, owing to the Coulomb explosion, versus gas density. For low gas densities, the total number of ions is small, and the kinetic energy gain after Coulomb explosion is smaller than the energy gained in the external extraction field. For gas densities higher than approximately $8 \times 10^{15}$ cm$^{-3}$ (for hydrogen), the situation reverses and the kinetic energy gain is dominated by the Coulomb explosion.

Collective effects in the ion column can dominate the ion motion compared to the effects of the external extraction field. This is the case when the space-charge field in the ion column is greater than the applied field. As the ion column expands via the Coulomb explosion, the space-charge field...
is reduced and the external extraction field will start to impact the ion trajectories. In order to estimate the size of the ion space-charge field during expansion, consider an ion column with initially uniform ion density $n_0$ out to a radius $r < r_p$. At a radius of $r_f$, the field is given by $E = n_0 Z_i e r_f^2 / 4 \varepsilon_0 r_f$. When the ion space-charge field is much less than the external extraction field, the latter one dominates the ion motion. A relatively high gas density of $10^{17}$ cm$^{-3}$ or more results in a relatively high ionic Coulomb field, as shown in Fig. 9. The field-induced ions are enhanced at the surface of the electron beam, where the radial electric field of the electron beam has its maximum (Fig. 9). The space-charge field, for the case where a large amount of ions is produced in a small volume, can reach hundreds of MV/m.

To have an ion space-charge field less than a typical external extraction field of approximately 40 kV/m at a high density ($10^{17}$ cm$^{-3}$) would require an expansion of the ion column by 4 orders of magnitude, i.e., from 5 μm to 5 cm. In the low-density case, e.g., for $10^{12}$ cm$^{-3}$ or lower, expansion by 2 orders of magnitude would be sufficient for the external extraction field to dominate. Note that, although both electrons and ions can reach a typical TOF detector, because of the large velocity difference, they will be well separated in time.

As was discussed above, in the low-density regime, where Coulomb effects are minimized, electron-beam properties may be inferred by simply monitoring the plasma density (ion numbers). But even in the high-density regime, a measure of the electron-beam transverse size can be obtained from the arrival time of the ions. In a non-neutral plasma, the large ion kinetic energies due to the...
Coulomb explosion vary linearly with the ion numbers and exponentially with the space-charge field of the electron beam. Figures 10(a) and 10(b) show the kinetic energy and associated arrival time of protons onto the detector, respectively, as a function of electron-beam transverse size and for different neutral gas density.

The energy and arrival times are directly related to the Coulomb forces in the non-neutral plasma, i.e., after the plasma electrons have already escaped. As can be seen, beam-size changes from 5 to 5.5 microns result in arrival time differences of a few tens of nanoseconds, enabling ultrahigh (submicron) precision. The plasma dynamics after the ionization process and the tailoring of the detection scheme allows us to measure different electron-beam properties.

In the next section, the plasma temperature induced by a laser is compared to the one induced by an electron beam. The simulations will show that an electron beam, with a unipolar space-charge field, produces electrons with a much higher average kinetic energy than what is commonly expected from a laser beam. In fact, their kinetic energy turns out to be so high that a diagnostic based on electron detection becomes extremely challenging to realize. For that reason, and also because an electron detection scheme would not allow us to differentiate between ionization from different gas species, the remainder of this section focuses on ions, i.e., their dynamics after ionization. Specifically, we address the question of ion detection efficiency, that is, the ratio of detected over generated ions.

**B. Electron- versus laser beam-induced tunnel ionization**

The electron-beam parameters are identical to the ones used above, and the laser beam intensity was adjusted to get a similar total number of ions. The laser beam ($\lambda = 800$ nm) with duration of $\sigma_t = 6.7$ fs, focused to $2 \mu$m, provides an electric field strength of $E_0 = 65$ GV/m with an intensity of $5.5 \times 10^{14}$ W/cm$^2$, a normalized vector potential of $a_0 = 0.016$, and hence low temperature of the initial plasma.

Figure 11 shows the field-induced ionization of xenon gas with a density of $10^{17}$ cm$^{-3}$. The two snapshots [Fig. 11(a) for the electron and Fig. 11(b) for the laser beam] are taken shortly after the electron or laser beam (blue area) has passed the interaction region. While ions (red dots) are almost stationary in both scenarios, electron dynamics (green dots) differ strongly. This can be seen more quantitatively when analyzing the kinetic energy distribution of electrons and ions. The average ion kinetic energy is less than an eV, i.e., 99.5 meV for the electron beam [Fig. 11(e)] and 14.1 $\mu$eV for laser beam ionization [Fig. 11(f)]. Inspecting the plasma electron kinetic energy distribution for the two cases reveals a different picture; see Figs. 11(e) and 11(f). Electron beams generate much higher kinetic energies compared to laser beams. Here, we find an average kinetic energy of 23.2 keV for electron beams and 2.4 eV for laser beams. The dramatic difference is related to the unipolar nature of the radial Coulomb field associated with electron beams. While the electromagnetic field of lasers wiggles electrons on an oscillatory trajectory, the unipolar field of electron beams accelerates plasma electrons outward radially.

Thus, electron-beam tunnel ionization is fundamentally different from laser-induced tunnel ionization or x-ray photoionization with $a_0 \ll 1$ [48–50], where the electrons are created with very small initial drift velocities and hence remain close to the ions for an extended time [51–53]. The relatively cold electrons separate from the ions because of the external extraction electric field. Therefore, electrons, as well as ions, can be analyzed in order to gain information about the ionization process. Electrons are analyzed, for example, in streaking experiments with IR or THz...
radiation, where the electron kinetic energy distribution provides information on the duration of the ionization pulse and its arrival time [54–56]. Conversely, intense unipolar fields of electron beams impart a significant momentum (multi-keV/c) to the plasma electrons, which makes it difficult to capture them, except for (unrealistically) high extraction fields. Similarly to the photo-induced ionization diagnostics, when combined with a THz streaking field, the electron-beam’s duration as well as its arrival time may be retrieved from plasma electrons at the few-keV/c level. The process of capture and detection of the generated ions, which have lower kinetic energies, is more favorable for direct measurement of electron-beam properties and hence will be discussed hereafter.

Whether the method relies on the total number of detected ions or their kinetic energy, evaluation of the detector’s collection efficiency is essential and is discussed further in the following section.

VI. CHARGE COLLECTION EFFICIENCY

The detector performance and its collection efficiency depend, to a large extent, on the gas density and ionization level. In a regime where either the initial gas density or the ionization probability is low, only a small number of ions are generated (e.g., up to a few hundred ions). In this scenario, especially for high-mass ions, the ion behavior can be well described using single-particle equations where the external extraction field dominates the ion dynamics. On the other hand, for low-mass ions or protons, the effect of the external extraction electric field is of the same order of the initial radial kick from the initial electron beam, while for electrons, the initial radial kick dominates. The corresponding drift time is given by

\[ \Delta t_D = \sqrt{M_i / (Z_i e)} \Phi \]

where extraction field \( \Phi \), ion charge \( Z_i e \), ion mass \( M_i \), and deflection plate separation \( S \). For low-mass ions or protons, the radial field of the electron beam of duration \( \sigma \) may have to be considered, which would result in a transit time of

\[ \Delta t_R \approx \frac{S M_i}{(2 Z_i e E_r \sigma)} \]

where \( E_r \) is the radial electric field.

The ratio of \( \Delta t_R / \Delta t_D \) scales as \( \sqrt{m} \) and can be used to estimate the required extraction field for efficient ion detection.

As an example, assume an electron beam with duration \( \sigma = 21 \text{ fs} \), radial electric field \( E_r = 21 \text{ GV/m} \), and deflection plates separated by \( S = 1.5 \text{ cm} \), with an extraction voltage of \( \Phi = 600 \text{ V} \). The radial expansion times \( \Delta t_R \) are approximately 97 ps, 178 ns, and 23 \( \mu \)s for electrons, protons, and xenon ions, respectively, while the corresponding drift times \( \Delta t_D \) are approximately 1.5 ns, 63 ns, and 717 ns. Hence, in this case, radial expansion is the dominant effect for electrons, which barely have time to drift, while the timescales for expansion and drift are of the same order for protons, and the drift is the dominant effect for the high-mass xenon.

Figure 12(a) shows the total ion charge generated (black solid curve) and also the total ion charge (red dashed curve) passing through the aperture in the top deflection plate. The associated collection efficiency is shown in Fig. 12(b). In order to have a reliable measurement, the total ion charge should be kept below 100 fC, which, for the parameters used here, is reached for a maximum xenon gas density of \( 10^{14} \text{ cm}^{-3} \). If the ion detector is a time-of-flight spectrometer, it is important that the relative energy spread of the ions entering the spectrometer does not exceed \( 10^{-2} \) in order to increase mass selectivity. Figure 12(c) indicates that this is the case as long as the gas density is below \( 10^{14} \text{ cm}^{-3} \), which coincides with the threshold density obtained above.

Next, the ion dynamics for mixtures of different gases, here xenon (as a high-\( Z \) element) and hydrogen (as a low-\( Z \)
element), both at a density of \(10^{14} \text{ cm}^{-3}\), are analyzed. Gas mixtures, as discussed above, may result in a larger dynamic range of the charge density monitor. Figure 13 shows the evolution of the plasma upon ionization by the electron beam on different timescales and length scales.

Figures 13(a) and 13(b) display a three-dimensional side and front view of the rapidly expanding electrons and the initially stationary ion column just after the electron beam leaves the interaction volume. The extraction field cannot compete with the radial Coulomb field of the electron beam, and as a consequence, the electron distribution expands very rapidly and only a small fraction of electrons passes through the aperture [Figs. 13(c) and 13(d)]. After the electrons have left, the ion column starts to undergo Coulomb explosion. The first ions to explode radially are the much lighter protons [Figs. 13(e)–13(g)]. Here, the extraction field is just high enough to transport all protons through the top plate’s aperture [Fig. 13(h)]. Lastly, the much heavier xenon ions start to expand. Their radially outward directed expansion is almost negligible compared to the collective upward motion driven by the extraction field [Figs. 13(j) and 13(k)]. Note that the dynamics illustrated in Fig. 13 describes the ideal situation where the number of detected ions (the ones passing through the aperture) is equal to the number of generated ions.

The total ion charge for xenon and hydrogen is 18 fC and 1 fC, respectively, which is in good agreement with theoretical predictions and within the dynamic range of the detectors. As was discussed above, the arrival time of the different species to the ion detector has a \((M_i/Z_i e)^{1/2}\) dependency; therefore, protons arrive first, followed by xenon ions. It is interesting to note that the initial ring shape of the radial proton distribution is maintained until the top plate is reached; see Fig. 13(g). Such behavior is expected whenever the extraction field dominates the Coulomb explosion dynamics, i.e., under normal operation conditions of the charge density monitor. This behavior becomes even more obvious when we plot the minimal and maximal radii of the ion distribution as a function of time, as shown in Fig. 14.

The ring shape of the hydrogen distribution is maintained over 100 nanoseconds. Moreover, the arrival time difference between the innermost and outermost ions is

---

**FIG. 13.** Time-ordered sequence of snapshots showing electrons (green dots), protons (orange dots), and xenon ions (red dots) being expelled from the interaction volume. Simulations were done with WARP. (a) An electron beam (blue circles) passes through a mixture of hydrogen and xenon gas. The plasma electrons, with their high kinetic energy, rapidly leave the ion assembly. Afterwards, the ions undergo Coulomb explosion, first the lighter hydrogen and later the heavier xenon ions. The external extraction field is sufficiently high (40 kV/m) to move both ion species through the aperture in the top plate before they expand to a diameter larger than the aperture size.

**FIG. 14.** Time evolution of the inner radius \(R_{\text{min}}\) (green solid curve for hydrogen and yellow dashed curve for xenon) and outer radius \(R_{\text{max}}\) (red solid curve for hydrogen and black dashed curve for xenon) of hydrogen and xenon distribution.
approximately 30 ns. This would allow us to retrieve electron beam transverse size via monitoring the arrival time distribution of the protons.

Lastly, we show the corresponding dynamics of a laser-induced plasma. Figure 15 shows a time-ordered sequence of snapshots of the electron and ion dynamics. The laser’s intensity is high enough to produce \( \text{Xe}^+ \) (red dots), \( \text{Xe}^{2+} \) (pink dots), and \( \text{Xe}^{3+} \) ions (light pink dots). Depending on their charge, they pass the aperture in the top plate in successive order. As stated above, and contrary to electron-beam ionization, electrons and ions from photo or laser ionization can be used for diagnostic purposes.

### VII. BACKGROUND DETECTOR SIGNALS DUE TO OTHER IONIZATION EFFECTS

There are several competing ionization mechanisms that contribute to the total ion yield which are not included in the PIC simulations. One such mechanism is impact ionization by the relativistic electron beam itself as well as by the plasma electrons. Another mechanism, which is only relevant in laser- or beam-driven plasma acceleration schemes, is photoionization via betatron radiation [57–63]. The number of background ions produced by these competing ionization processes can be estimated as

\[
N_{\text{ions,bkg}} = n_{g0} \int dV \sum_j \int_0^\infty dE \sigma_j(E) f_j(E), \quad (9)
\]

where \( n_{g0} \) is the gas density, \( j \) indicates a specific ionization process, and \( \sigma_j(E) \) is the corresponding energy-dependent ionization cross section. The cross section for impact ionization of xenon by relativistic electron beams in the energy range of 10 eV–100 GeV can be found in Ref. [64].

Impact ionization from plasma electrons was assessed for the case of a beam generating a relatively high field of \( 21 \, \text{GV/m} \), with a peak current of 4 kA and total charge of 230 pC. The spectrum of plasma electrons [see Fig. 11(c)] ranges from a few to 60 keV kinetic energy. Operating at a low gas density of \( 10^{13} \, \text{cm}^{-3} \) and a gas jet length of order 100 \( \mu \text{m} \) will result in a relatively low number of plasma electrons and ions \((10^4)\), which, in turn, will be insufficient to generate a detectable number of additional impact ionization events over the radial interaction length.

In the case of betatron emission in laser plasma accelerators, photons with energies in the range of keV to few tens of keV are generated. These photons copropagate with the electron beam, with a typical beam divergence of \( \frac{1}{\gamma} \). For high-energy electron beams, this angle can be smaller than the electron-beam divergence without the use of focusing or collimating elements. The photoionization cross section for xenon in the vacuum ultraviolet (VUV) and x-ray regime is tabulated in Ref.[65].

Figure 16 compares the total number of xenon ions due to the different contributions as a function of the total beam charge.

The black, orange, and yellow curves depict the total number of ions produced via tunnel ionization for different parameters, i.e., for \( \sigma_z, \sigma_r = 1 \, \mu \text{m}, 3 \, \mu \text{m}, \) and \( 5 \, \mu \text{m} \). The violet and green curves show the total number of ions produced via impact ionization by the electron beam (violet curve) and photoionization by betatron radiation (green curve). Figure 16 illustrates that competing ionization mechanisms are non-negligible for low charge cases when the radial space-charge field is below the threshold needed for tunnel ionization.

Minimizing the contribution of impact ionization for particular experimental conditions therefore has to be achieved empirically through tuning of the gas density and gas jet scale length, as well as with the minimum required electron beam charge for high-brightness electron beams.
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**VIII. IONIZATION-BASED TECHNIQUE AS A NONINVASIVE METHOD**

To evaluate whether the concept is largely noninvasive, we studied the emittance degradation and the possibility of the generation of plasma wakefields that would act on the main drive beam. An emittance increase due to multiple scattering events by the electron beam traveling through a gas and plasma mixture was estimated and found to be negligible for typical experimental conditions of relatively low-density short gas targets. In addition, emittance diffusion can occur through multiple scattering from the ion channel and, predominantly, from neutral gas atoms. The normalized rms emittance growth due to multiple scattering with neutral gas atoms along the propagation distance can be written as [66]

\[
\frac{\Delta \epsilon}{\Delta z} = 8 \pi \beta_p n_g \frac{Z_g^2 \epsilon_c}{\beta_p^3 \gamma} \ln \left( \frac{204 Z_g^{-1/3}}{\epsilon_c} \right),
\]

where \( \beta_p \) is the projected betatron focusing function in either of the transverse planes, \( n_g \) is the gas density, \( r_c = 2.8 \times 10^{-15} \) \( \text{m} \) is the classical electron radius, and \( Z_g \) is the atomic number of the gas. Multiple scattering of an electron beam with \( E = 5.8 \) GeV, \( \epsilon_c = 300 \) nm, and a xenon gas with density of \( n_{Xe} = 10^{17} \text{ cm}^{-3} \) \( Z_g = 54 \) would lead to an emittance growth of \( \left( \frac{\Delta \epsilon}{\epsilon} \right) = 7 \times 10^{-3} \).

The estimated emittance growth may safely be neglected and can be further decreased for the proposed operational gas densities of \( n_g < 10^{14} \text{ cm}^{-3} \) and over an interaction length of a few hundred micrometer. Generation of plasma wakefields by the electron beam was analyzed as well. From linear theory [45,67], the optimal plasma density for the wake generation corresponds to \( k_{pe} \sigma_z \sim 1 \), where

\[
k_{pe} = \frac{\omega_{pe}}{c} = \sqrt{n_g e^2 / m_0 e^2}, \quad \omega_{pe} \text{ the plasma electron frequency and } n_g \text{ the plasma electron density. A wakefield is generated for an electron-beam duration of order of the plasma skin depth; for beams with rms duration of 30 fs, wake generation is maximized for a plasma density of } 4 \times 10^{17} \text{ cm}^{-3}. \text{ In order for the electron-beam self-field to dominate the ionization process, the plasma density, and therefore the gas density, should be sufficiently low so as to minimize the wakefield response of the plasma. In practice, this is not a stringent constraint, as the gas density can be optimally chosen to minimize the resulting plasma density for a given ionization yield while ensuring that sufficient ions are being produced according to the requirements of the detection system. An estimate can be obtained using the maximum field generated in the plasma at the trailing edge of the electron bunch. For simplicity, we could use the maximum value of the transverse field of the ion column at the edge of the beam. This maximum field multiplied by the duration of the bunch can give the maximum change in the transverse momentum of the beam electrons. One must operate at a density such that the increased beam divergence from the ion column is much less than the divergence due to the focused beam emittance. In practice, for ultrashort bunches that are tightly focused, operating at sufficiently low density \( n_g < 10^{14} \text{ cm}^{-3} \), where the plasma wavelength is long compared to the length of the gas jet plume (typically a few 100 \( \mu \text{m} \)), wakefield effects can be neglected.

**IX. CONCLUDING REMARKS**

In conclusion, we have shown that a lower bound on the beam charge density of intense particle beams can be determined on a single shot basis by measuring the detailed dynamics of plasmas produced using field-induced ionization of a gas through which they propagate. Using both analytical theory and detailed particle-in-cell simulations, case studies were analyzed for electron beams produced by both conventional and advanced accelerators, for various initial neutral gas densities and different gas species. In a low-density regime where a few single ions are generated, the detection method would be very similar to gas-based diagnostics for x-ray photon beams. However, when significant numbers of ions are generated (i.e., high charge density regime and/or high gas density operations), the resulting dense ion column that is generated by the electron beam can undergo Coulomb explosion due to the fact that the space-charge field of the electron beam can impart a high kinetic energy to the ionization-produced electrons that then rapidly leave the interaction region. This ion space-charge field will impact the kinetic energy...
distribution of the ions as seen by, for example, an ion time-of-flight detector. This behavior is unique to the use of electron beams as opposed to photons in this ionization-based diagnostic. It should also be noted that the photo-induced ionization techniques used to monitor the performance of FEL radiation can provide information for retrieving particle beam distributions. The concept elaborated on in this paper enables direct probing of particle beam densities at facilities such as colliders where photon-based monitors may not be available. By measuring the ion yield, kinetic energy distribution, and spatial density distribution of the ion plasma for different neutral gas pressures and gas species, the peak electric field of the electron beams can be measured and optimized. In the regime where these intense unipolar electron beams are short compared to the quantum-mechanical tunneling timescales, ionization quenching may be observed. Contributions to the background signal on the detector from ions generated via impact ionization of the neutral gas, as well as from photoionization due to incoherent betatron emission in the case of laser plasma accelerated electron beams, were estimated. Whereas the former can contribute to a background signal for low charge density electron beams, the latter is negligible for all practical cases. For sufficiently low initial gas densities, where wakefield effects in the resultant plasma and emittance growth due to scattering are minimal, the diagnostic was found to be largely noninvasive for the primary electron beam. Because of the exponential dependency of the ionization probability on the electric field strength, it was shown that the method has the potential to measure electron beams with micron spatial and temporal timescales with unprecedented resolution at the few-nanometer and subfemtosecond scales, respectively. As such, it provides a powerful new approach to characterizing particle beams with performance parameters beyond what today’s beam diagnostics can provide.
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