Glassy Spin Dynamics in Geometrically Frustrated Buckled Colloidal Crystals
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Geometrical frustration arises when the lattice geometry prevents local interaction energies from minimizing simultaneously. Whether and how geometrically frustrated spins or charges in clean crystals exhibit glassy dynamics remain elusive due to the lack of measurements on microscopic dynamics. Here, we employ buckled monolayer colloidal crystals to mimic frustrated antiferromagnetic Ising spins on triangular lattices and measure single-spin dynamics using video microscopy. Both attractive and repulsive colloidal crystals buckled into zigzag stripes with glassy dynamics at low effective temperatures in experiment and simulation. The simple local spin configurations enable uncovering correlations among structure, dynamics, and soft vibrational modes. Machine learning analysis further reveals facilitated dynamics to be an important mechanism of structural relaxation. Moreover, our simulation reveals a similar structure and dynamics in lattice Coulomb liquids. Hence, spin-lattice coupling and long-range interaction can similarly lift degeneracy, induce a rugged landscape, and, thus, produce glassy dynamics.
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I. INTRODUCTION

Geometrical frustration occurs widely in crystalline materials such as water ices, spin ices, magnets, and high-temperature superconductors [1]. Their lattice geometries induce conflicts between the interaction energies of neighboring atoms. Figure 1(a) illustrates the simplest geometrical frustration: three neighboring antiferromagnetic Ising spins on a triangular lattice (AFIT) cannot be simultaneously antiparallel to minimize their interaction energy [2]. Such geometrical frustration leads to many exotic behaviors including highly degenerate ground states, strong fluctuations, spin liquids, and various artificial particles, such as magnetic monopoles in spin ices [3,4]. Geometrical frustration has traditionally been studied using ensemble averaging techniques such as neutron and x-ray scattering, muon spin rotation, nuclear magnetic resonance, and calorimetry [5]. To directly observe individual spins, arrays of micrometer-sized magnets [6,7], superconducting rings [8], and colloidal particles [9–12] have been used to mimic frustrated spins. In this rapidly evolving field of artificial geometrically frustrated systems [7], colloids have an advantage in directly visualizing the thermal motions of individual spins, but the related experiments are limited [10–12]. We have demonstrated that a buckled colloidal crystal can mimic AFIT with measurable single-spin dynamics [10]. In the present work, we reveal the glassy dynamics at low effective temperatures in this system. The buckled colloidal crystals provide a simple platform for exploring the nature of glass transition [13], which in turn casts new light on geometrically frustrated materials at low temperatures.

Low-temperature spin dynamics is a key challenge in geometrical frustrated materials [16]. Unlike frustrations in structural glasses, which lead to rugged energy landscapes and glassy dynamics, geometrical frustrations on lattices give rise to numerous degenerated ground states which are well connected without high-energy barriers [5,17]. Therefore, spins should not have glassy dynamics. In real materials, however, inevitable subtle effects such as anisotropic interactions, long-range interactions, and lattice deformation can lift the degeneracy [1] and induce energy barriers, and, thus, could induce glassy dynamics at low temperatures. Glassy behaviors have been suggested by theoretic models [18,19] and indirect experimental evidences in geometrically frustrated organic conductors [20] and magnetic compounds [21,22], which are considered unusual since glassy dynamics is generally associated with disordered systems rather than clean (i.e., defect-free and dopant-free) crystals or spin ices. Their microscopic mechanisms are poorly understood [20] because of a lack of
microscopic measurements. Although artificial spin ices [7] provide a single-spin resolution for structures, the glassy dynamics has rarely been explored.

Here, we directly measure the glassy dynamics at the single-spin level using colloidal spheres. We pack mono-dispersed spheres in a 1.5-layer crystalline structure in the $xy$ plane and frustration-induced disorder in the $z$ direction, which can mimic Ising spins [Fig. 1(b)]. Such a partially ordered colloidal crystal avoids complex local configurations in structural glasses and the motions of all particles can be easily tracked. Thus, the glassy behaviors at the microscopic scale can be better elucidated. Based on the two novel features of the system for the glass studies, namely, the simple local structures and spinlike particles, we focus on two aspects. The first is the structural feature of dynamical heterogeneity (DH), i.e., the structure-dynamics relation in glassy frustrated spins. When a liquid is super-cooled to a glass, its static structure does not change much, but the dynamics slows down drastically. To understand this puzzle, great efforts have been made to search for the structural origin of dynamic slowing-down in amorphous materials [23]. We aim to reveal such origin in the frustrated spin system. The second is the role of dynamic facilitation (DF) in spin relaxation. Although DF is purely about kinetics, it does not rule out a role for structure [23]. In fact, it is highly possible that certain regions are predisposed to relax more actively and facilitate relaxations further with certain structural features [23]. We confirm the dynamic facilitation in this frustrated spin system and clearly resolve the spacetime structures of spin excitations.

More importantly, we find the connection between local spin order and facilitation, which is beyond the description of DF.

The content of the paper is as follows. We first introduce the experiment and the AFIT model. Figure 1 depicts the system and shows the structure-dynamics correlations. Figures 3 and 4 characterize the glassy dynamics as the main contribution of this paper, i.e., the first microscopic observation of glassiness in geometrically frustrated lattices. Figures 5–9 are about the role of facilitation on spin relaxation. This paper bridges two fields (geometrical frustration and glassy materials) and is related to Coulomb liquid in statistical physics and colloid in soft-matter physics; we therefore provide more explanations in the Supplemental Material (SM) [14] for readers with different backgrounds.

II. EXPERIMENT

We use two types of aqueous colloidal suspensions. One is repulsive poly(N-isopropylacrylamide) (NIPA) microgel spheres with short-ranged repulsions [24] [Fig. S1(a) of SM [14]]. Their diameter $\sigma$ decreases linearly with temperature from $0.75 \mu m$ at $24.5 \degree C$ to $0.67 \mu m$ at $28.5 \degree C$ [Fig. S1(b) of SM [14]]; thus, the volume fraction $\phi$ is tunable. For colloidal hard spheres, $\phi$ plays a similar role to the inverse effective temperature $1/T_{ef}$ of atomic systems. The second is attractive poly(methyl methacrylate) (PMMA) spheres with a hard core of $2.08 \mu m$ in diameter. At high temperatures, the attraction is stronger [25] [see Fig. S2(b) of
SM [14]]; i.e., $T_{\text{eff}}$ is lower. When the NIPA or PMMA spheres are confined between two parallel walls $1.5 \sigma$ apart, they assemble into a buckled triangular lattice [Fig. 1(b)]. Half of the spheres in the focal plane are bright, and the other half, located near the bottom wall, are slightly out of focus and appear dark [Fig. 1(d)]. The neighbors of a sphere tend to be in the opposite Ising state for more free-volume entropy, i.e., lower free energy. Therefore, neighboring spheres have an effective antiferromagnetic interaction and the buckled crystal is analogous to AFIT, which is a prototype model of geometrical frustration. Colloidal spins actively flip at high $T_{\text{eff}}$, i.e., weak antiferromagnetic interaction or low $\phi$) (Movie 1 of SM [14]) and jam at low $T_{\text{eff}}$ (Movie 2 of SM [14]). We tune the temperature using an objective heater and record the Brownian motions of $\sim 2500$ NIPA or $\sim 3500$ PMMA spheres within larger crystal domains under equilibrium using a charge-coupled device camera. The positions of particles are tracked using standard image analysis [26]. Details of the experiments and the corresponding simulations are provided in the Supplemental Material [14].

### III. AFIT MODEL

In the AFIT model, one spin has 13 possible nearest-neighbor configurations (i.e., motifs), as shown in Fig. 1(c). Ground states allow only motifs 0, 1, 2b, 2c, and 3c because each of their triangular plaquettes contains only one frustrated bond [Figs. 1(c) and 10(a)]. AFIT is an exact solvable model with degeneracy $\Omega = e^{0.323N}$ and entropy $S = k_B \ln \Omega = 0.323k_BN$ for $N$ spins at ground states [27], where $k_B$ is the Boltzmann constant. For the colloidal system, a lower $T_{\text{eff}}$ induces stronger buckling and antiferromagnetic interactions, which causes the in-plane triangular lattice to deform slightly. Therefore, the deformable AFIT model better describes the buckled crystal at high packing fraction. The satisfied bonds projected into the $xy$ plane are approximately 3% shorter on average than the frustrated bonds in both repulsive [10] and attractive buckled crystals. Hence, a ground-state plaquette featuring one frustrated bond and two satisfied bonds is an isosceles triangle, which can tile the 2D space with only motifs 2b and 2c to form random zigzag stripes [Fig. 10(b)] [10]. All the $e^{0.323N}$ ground states of AFIT are fully connected by the barrier-free flipping of motif 3c [17], whose flip maintains the same number of frustrated bonds without changing the energy. Hence, AFIT should not have glassy dynamics. By contrast, the slight lattice deformation relieves most ground states of AFIT; none of the ground states of deformable AFIT (i.e., zigzag stripes) contain motif 3c and their transformation requires the collective motion of $\sim \sqrt{N}$ particles [Fig. 10(c)], which corresponds to a high-energy barrier and, thus, leads to glassy dynamics. Details about AFIT and deformable AFIT structures are in Appendix C.

### IV. STATIC STRUCTURES AND VIBRATIONAL MODES

Structural glasses are disordered in spaces with a continuous degree of freedom; hence, they have complex local structures that are difficult to characterize and distinguish. For example, a particle in the 3D glass of monodispersed hard spheres has numerous coordination polyhedrons [28]. By contrast, the buckled crystal is mainly disordered in the $z$ direction with two possible Ising states for each sphere; hence, a sphere has only 13 motif structures, as shown in Fig. 1(c). Such simple local structures enable us to develop clear structure-dynamics correlations.

As the packing fraction increases, the colloidal crystal forms more ordered buckled stripes due to the spin-lattice coupling [10]. Such spin structure can be characterized by the spatial spin correlations $C_r$ shown in Fig. S3 of SM [14]. $C_r$ of perfect zigzag stripes (i.e., the ground states of deformable AFIT) have long-range correlations, in contrast to the quasi-long-range correlation for the ground state of AFIT. For the colloidal crystals, the spin correlation length increases at lower $T_{\text{eff}}$ up to several lattice constants (Fig. S3 of SM [14]), which corresponds to the typical size of domains containing parallel stripes [dashed ellipse in Fig. 1(d)]. This is similar to the length of short-range order (SRO) found in the metallic [28] and colloidal [29] glasses, but the SRO of the stripe domains in Fig. 1(c) can be easily visualized.

Besides the real-space structure, another static characterization is the vibrational modes. We extract the normal modes by diagonalizing the covariance matrix of the particles’ in-plane displacements [30,31]. The participation ratio defined as $p(\omega) = \left(\sum_i |\tilde{e}_{\omega,i}|^2\right)^2/\left(N\sum_i |\tilde{e}_{\omega,i}|^4\right)$ is used to measure the degree of localization of each mode. $p(\omega) = 1/N$ when the vibrational mode is fully localized at one single particle; $p(\omega) = 1$ corresponds to plane waves without localization. The contribution from quasilocalized soft modes is measured by the participation fraction $p_{\omega}^{\text{loc}}(\omega < 0.2) = \frac{1}{N_{0.2}} \sum_i p(\omega < 0.2) |\tilde{e}_{\omega,i}|^2$, where $N_{0.2}$ is the number of modes whose $p(\omega) < 0.2$ [15]. Examples of the normal modes with different degrees of localizations are shown in Fig. 2. Low-frequency modes with relatively low $p$ exhibit vortices featuring larger polarization vectors [Fig. 2(b)] and tend to localize in disordered regions [Fig. 1(d)]. By contrast, high-frequency modes are localized and composed of random vectors [Fig. 2(c)]. The strength of quasilocalized soft modes is shown in Fig. 1(f). Red regions in Fig. 1(f) are similar to soft spots in structural glasses, which can be regarded as structural defects that determine particle rearrangements in glasses [32]. Soft regions featuring quasilocalized modes are highly correlated with zones where particles are reversibly rearranged in colloidal [31] and metallic [33] glasses. But structural features of soft spots have not been observed experimentally before. Here, we find that the quasilocalized soft modes in Fig. 1(f) are
highly correlated with the disordered regions with high-energy motifs in Fig. 1(d), which is in accordance with simulation results showing that the motifs in soft regions are not geometrically favored in metallic glasses [33].

In glass-forming liquids composed of polydispersed spheres, patches with a higher crystalline order, often interpreted as medium-range crystalline order [29,34] or SRO [28], contribute more to slow dynamics. Here, we find a similar result that the slow dynamics characterized by a smaller mean-square displacement (MSD) in Fig. 1(e) are strongly correlated with the ordered stripes in Fig. 1(d). Moreover, they are anticorrelated with the soft regions in Fig. 1(f). The 3D normal modes and MSD along the z direction also exhibit the same correlations (Fig. S4 of SM [14]). These obvious correlations among structures, soft modes, and dynamics in Figs. 1(d) and 1(f) and Fig. S5 of SM [14] demonstrate that motifs 2b and 2c contribute significantly to slow dynamics and nonsoft modes.

The ground states of deformed AFIT are random zigzag stripes corresponding to the complete tiling of the 2D space by isosceles triangles or equivalently the random stacking of one-dimensional ordered spins as shown in Fig. 10(b) [10,35]. In experiments, however, we observe more ordered zigzag stripes having a persistence length of approximately $5\sigma$ at low $T_{eff}$ [Fig. 1(d) herein and Fig. S4 of the SM [14]], rather than the mean persistence length of $3\sigma$ of random zigzag stripes (see Supplemental Material [14]). Such order induced by thermal fluctuations is a manifestation of the order-by-disorder effect in geometrical frustration [Fig. 10(d)] [35]. Softer fluctuations around a particular ground state can access a larger region of phase space. Consequently, the system spends more time around this state. Meanwhile, soft fluctuations tend to bring some degrees of long-range order into the frustrated system, i.e., order by thermal or quantum fluctuations [5]. Note that very long parallel stripes should not form since they will induce anisotropic shape deformation associated with large strain energy. Therefore, medium-sized stripe domains with alternative orientations are most energy favorable because strains are canceled out, just like martensitic structures in polycrystals [Fig. 10(e)].
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**FIG. 2.** Typical normal modes. (a) The nonlocalized plane wave with the lowest frequency $\omega$. (b) A quasilocalized mode with a low $\omega$ and a low participation ratio $p$. (c) A mode with a high $\omega$ and low $p$. The polarization vectors in (a)–(c) show the vibration amplitude and direction of individual particles. (d) Participation ratios of all modes.

V. GLASSY DYNAMICS IN BUCKLED CRYSTALS AND COULOMB LIQUIDS

In geometrical frustration, both spin-lattice coupling and long-range interaction [18] can relieve degeneracy; hence, they may similarly induce rugged energy landscape and glassy dynamics. In this section, we compare the glassy dynamics of the buckled colloidal spheres with short-range interactions on a deformable triangular lattice and Coulomb charges with long-range 1/r potentials on a nondeformable triangular lattice.

A basic characterization of spin dynamics is the autocorrelation $C(t) = \langle s_i(0)s_i(t) \rangle$, where $s_i(t) = \pm 1$ refers to the Ising state of spin $i$ at time $t$ and the angle brackets are the ensemble average over all spins. The stretched exponential function $C(t)$ [Fig. 3(b)] and the sharply increasing relaxation time $\tau$ at lower temperatures [Fig. 3(b), inset] reflect the slowing down of dynamics. The change of super-Arrhenius to Arrhenius behavior in the inset of Fig. S5(b) indicates a fragile to strong crossover. The fragile-to-strong crossover has also been found in the simulation of hard disks confined in quasi-one-dimension [36]. The stretched exponential decay is often interpreted as a superposition of many simple relaxations with different exponential decays [37]. Consequently, we further measure the persistence functions $P(t)$ of different motifs, which indeed vary dramatically due to their different energies [Fig. 3(c)]. However, $P(t)$ are still stretched exponential rather than exponential, indicating that the same type of motifs have different stabilities in different local environments, in accordance with the collective nature of the free volume in sphere packing.

A recent simulation discovered that the Coulomb liquid can form glassy stripes at low temperatures [38]. Here, we further measure $C(t)$ and $P(t)$ of each type of charge motifs in Figs. 3(e) and 3(f), which exhibit similar stretched exponential decays to those of the buckled colloidal crystal. But the Coulomb liquid exhibits Arrhenius behavior without a crossover to super-Arrhenius behavior [Fig. 3(e), inset] since the glassy dynamics is dominated by local charge hopping rather than cooperative motions [39].
Similar Arrhenius behavior was experimentally observed in the charge-cluster glass [39], which can be modeled as lattice Coulomb liquid [38].

In Sec. III, we attribute the glassiness as a result of spin-lattice coupling which requires a collective flip of $\sqrt{N}$ spins to change from one ground state to another ground state. For low-temperature nonground states, the relaxation should require the collective flips of many spins less than $\sqrt{N}$ [see, e.g., Figs. 10(b) and 10(c)]. By contrast, the Coulomb liquid with no spin-lattice coupling but long-range interactions at low temperatures contains not only motifs 2b and 2c but also motifs 1 and 3c. They all belong to the ground state of AFIT, and nearest-neighbor interactions are the same. However, different configurations of farther neighbors induce slightly different energies due to the longer-ranged interactions and produce a rugged energy landscape with many basins slightly higher than the true ground states (i.e., perfect parallel stripes). Therefore, spin-lattice coupling and long-range interaction have similar effects on the glassy behaviors.

Approaching the glass transition, the dynamics of the liquids becomes not only progressively slower but also more spatially heterogeneous. Such dynamical heterogeneity plays a central role in the description of glass-forming liquids and has been intensively studied in metallic, molecular, and colloidal systems [13], but not yet in geometrically frustrated lattices. DH in spacetime is usually characterized by the four-point correlation function of mobility for structural glasses. Here, we measure the analogous four-point correlation function of spin flips [40]:

$$C_4(r,t) = \frac{\langle a_i(t,t_0)a_{i+r}(t,t_0) \rangle - \langle a_i(t,t_0) \rangle \langle a_{i+r}(t,t_0) \rangle}{1 - \langle a_i(t,t_0) \rangle^2},$$

where $a_i(t,t_0) = s_i(t_0)s_i(t+t_0)$. The second term and the denominator scale $C_4$ in [0, 1]. The dynamic correlation $C_4(r,t = \tau)$ of spin flips in Fig. 4(a) and the static correlation of spins in Fig. S3 of the SM [14] have similar exponential decays and correlation lengths, indicating a correlation between dynamics and structure. The four-point susceptibility, $\chi_4(t) = \sum_r C_4(r,t)$, probes the correlation strength and the degree of DH [13], $\chi_4(t)$ in Fig. 4(b) peaks higher and shifts to a longer time at low temperatures, reflecting the growing cluster size of correlated spin flips and progressively slower relaxations.

The single-spin resolution enables the direct visualization of DH, which is beyond what $C_4$ and $\chi_4$ can describe.
Figure S7 of SM [14] shows that the most frequently flipped 10% of spins during the relaxation time $\tau$ are dispersed at high $T$ but form compact clusters at low $T$, reflecting an increasing degree of DH. The cluster size of the most-flipped spins follows a power-law distribution $P(N_c) \propto N_c^{-\mu}$, where $\mu$ increases with $T$ [Fig. 4(c)] [41].

The power-law distributions of fast-moving particles with a similar $\mu$ have been observed in supercooled liquids composed of Lennard-Jones particles [42], colloidal spheres [41], and ellipsoids [43]. Compared with these structural supercooled liquids with complex local structures, the spin system with only 13 motifs enables us to resolve the detailed dynamics among motifs.

The transitions between the 13 motifs are exhaustively shown by the circular flow plots in Figs. 4(d)–4(f). Some inflows and outflows between motifs 2c and 3b are labeled with arrows as examples. The inner thin arc length is proportional to the number of flips from or towards the labeled motif number. The flips from the motif are labeled by the color of the motif arc. The incoming and outgoing flows are equal, as required by the detailed balance under equilibrium.

VI. FACILITATED DYNAMICS

We further study the role of facilitation in buckled colloidal crystals. Kinetically constrained models emphasize a purely kinetic picture of glass transition in which spins flip according to local kinetic constraints. Because of these constraints, dynamic excitations can be triggered only by recent excitations nearby, a phenomenon known as dynamic facilitation [46]. The facilitated dynamics and the scarcity of excitations lead to hierarchical and cooperative relaxation. Recently, spin-based DF has been generalized to especially at low $T_{eff}$. This hierarchical dynamics is reminiscent of the microscopic dynamics observed in structural glassy systems: dynamics at large length scales is a combination of those at small length scales because of the growing activation free-energy barriers [44,45]. By contrast, the discrete degrees of freedom in the AFIT model allows constructing its state space as a network whose state connections can directly reflect the hierarchical dynamics [17]. The circular plots in Figs. 4(d)–4(f) reveal connections between DH and the motif structures, but cannot show how spin flips are correlated in spacetime, which is the key topic in DF and is discussed in the next section.

FIG. 4. Glassy dynamics in the repulsive buckled crystal. The simulation counterpart is Fig. S6 of SM [14]. (a) Four-point spin correlation function $C_4(r, t = \tau)$. (b) Dynamical four-point susceptibility $\chi_4(t)$. (c) The probability distributions of the cluster size $N_c$ of the 10% most flipped spins at different temperatures. The fitting line $P(N_c) \propto N_c^{-\mu}$, where $\mu$ is shown in the inset. (d)–(f) Statistics of the transition events among 13 motifs shown by circular flow plots at (d) 24.7°C, (e) 25.3°C, and (f) 27.1°C. The length of the outer thick arc is proportional to the total number of spin flips from or towards the labeled motif number. The flips from the motif are labeled by the color of the motif arc. Some inflows and outflows between motifs 2c and 3b are labeled with arrows as examples. The inner thin arc length is proportional to the number of flips from the motif, and is half the length of its corresponding outer thick arc. Hence, the incoming and outgoing flows are equal, as required by the detailed balance under equilibrium.
structural glasses [44] and examined in colloidal glasses [47–49]. Here, we confirm the facilitation in spin systems and its importance for spin relaxation in spacetime.

Figure 5 shows that the flipped spins disperse in space at high $T$ and coalesce into clusters (i.e., DH) at low $T$. Compared with the first 10% of particles that ever flipped in Fig. 5, later excitations (e.g., green particles belonging to the top 30% but not the top 10%) tend to occur adjacent to earlier ones. This illustrates that further spin flips are facilitated by recently flipped ones.

A comprehensive description of DH requires information about the geometry of dynamics in spacetime, which is beyond the characterizations in Figs. 4 and 5. The geometry of dynamics in spacetime is profoundly shaped by facilitation, which is the idea behind DF. Since most excitations are triggered by previous ones, mobile regions form a connected structure as a bundle of excitation lines in spacetime which coalesce, branch, and percolate [46]. The excitation lines are embedded in the immobile regions called spacetime bubbles [45]. In our system, an excitation is a spin flip. We color the excitations in blue over a coarse-graining time for better visualization in Fig. 6. Different choices of coarse-graining time yield similar results (Fig. S8 of SM [14]). Excitations are randomly dispersed in spacetime at high $T$ [Fig. 6(a)], indicating a nonglassy liquid without facilitation and DH (Movie 3 of SM [14]). At low $T$, by contrast, excitations coalesce into sparse strings directed in time and form bundles [Fig. 6(b)], because long-lived excitations facilitate the formation of nearby excitation lines (Movie 4 of SM [14]). The density of excitations increases with temperature as expected [Fig. 6(c)]. The stronger DF at lower temperatures naturally explains the enhanced DH. Moreover, the density of unstable motifs similarly increases with temperature [Fig. 6(c)], indicating a correlation between the static structures and the dynamic excitations. Indeed, the dynamic excitations mainly occur at the high-energy motifs, i.e., the nonstriped regions marked by the solid-line ellipses in Fig. 5. This is beyond the pure dynamical theory of DF, but makes intuitive sense and is consistent with the structure-dynamics correlations shown in Fig. 1.

In DF, local relaxations occur on two fundamental time scales: the exchange time $\tau_x$ between two consecutive flips of a spin and the persistence time $\tau_p$ for a spin to flip for the first time from a random starting time [45]. $\tau_x$ and $\tau_p$ are similar with the same distribution in normal liquids, but are distributed differently in glassy liquids [45]. The decoupling of $\tau_x$ and $\tau_p$ explains the DH and the breakdown of the Stokes-Einstein relation $D_s \propto \eta^{-1}$, where $D_s$ is the self-diffusion constant proportional to $1/\tau_x$, and $\eta$ is the

![FIG. 5](image-url)  

**FIG. 5.** Repulsive NIPA colloidal crystals at the three temperatures indicate stronger facilitated dynamics at lower $T$, i.e., higher $\phi$. The first column shows the buckled crystals at different temperatures. The first 10%, 20%, and 30% of flipped spins are colored in green in the last three columns, respectively. They show that the newly flipped spins are mainly around the previously flipped spins, i.e., facilitation. Dashed-line and solid-line ellipses at 24.7°C mark an ordered and a disordered region, which correspond to nonexcited and excited regions, respectively.
Consequently, $F_{\text{mum}}$ of the radial distribution function. For two consecutive particle, i.e., the degree of facilitation. The large $F(\Delta t)$ at low $T$ reflects a significant role of DF.

The dynamics of a spin depends not only on its neighbors in the closest layer, but also the ones farther away. Hence, finding an accurate structure-dynamics connection requires many parameters $X_t$ for describing numerous types of structures of multiple layers of neighbors. The individual spin dynamics, e.g., $Y = 1$ for mobile spin, $Y = -1$ for immobile spin, can be measured in the high-dimensional parameter space $\{X_t\}$. The machine-learning algorithm, support vector machine (SVM), provides an efficient way to quantify the effect of $X_t$’s on $Y$ in this high-dimensional space, e.g., finding a hyperplane which can best separate $Y = 1$ and $-1$ points. This approach has recently been used to find the relation between local structures and relaxation in a structural glass [53]. Inspired by this work, here we explore the connection between spin relaxation and the local structure of four layers of neighbors using a training set containing 1000 particles. The functions, or features, of the structure are the average energies of its zeroth, first, second, third, and fourth layers of neighbors, i.e., $X_1, \ldots, X_4 = E_0, \ldots, E_4$. They can be obtained from the motif energies described in Fig. 1(c). We label a mobile spin during $\Delta t_{12}$ with $Y = 1$ if it makes one of its first-layer immobile neighbors become mobile during $\Delta t_{23}$. Otherwise, it is labeled with $Y = -1$.

We employ the linear kernel of SVM [54] to construct the hyperplane that best separates the $Y = 1$ and $-1$ points in the five-dimensional parameter space. The distance of each point to the hyperplane is defined as the softness $S$ (Ref. [53]), which reflects the propensity for relaxation. The distribution of $S$ for mobile spins in Fig. 8(a) shows that softer spins have a higher propensity for facilitation. In Fig. 8(a), the distribution of $S$ peaks at negative values for the ground-state motifs 2b and 2c and at large positive values for high-energy motifs. By contrast, the distributions of $S$ for different types of motifs are similar at high $T$, where DF vanishes [Fig. 8(b)], demonstrating that the local structure decouples from the dynamics and the softness fails to reflect the propensity for facilitation. In short,
softness can accurately predict local structures with facilitation in the glassy regime.

Next, we apply the principal component analysis (PCA) to find five principal components $\text{PC}_1, \ldots, \text{PC}_5$ [55]. As an unsupervised approach, PCA analyzes a set of features ($E_0, \ldots, E_4$) without their categories ($Y$) and allows identifying correlations among principal components. The first and second largest principal components form a 2D subspace that separates spins in groups with higher energy and facilitation (motifs 4 and 5) from nonmobile ones (motifs 2b and 2c). The PCA results in Fig. 9 without using categorical information are consistent with those in Fig. 8 using SVM, which supports our conclusion about the structural origin of DF. In addition, PCA measures the contribution of different neighboring layers to the first and second principal components, as shown in Fig. 9(c). As expected, the first layer of neighbors make the largest contribution, but other layers also contribute between 5.06% and 22.6%.

**VII. DISCUSSION**

This soft-matter system provides novel connections among geometrical frustration, glassy dynamics, and Coulomb liquid. Here, we show that spin-lattice coupling or long-range Coulomb interactions can induce glassiness in defect-free and dopant-free crystals. The lattice deformation arising from the spin-lattice coupling in sphere packing and long-range Coulomb interaction can similarly lift degeneracy and produce zigzag stripes, rugged free-energy landscapes, and glassy dynamics. These mechanisms of glassiness in clean crystals are different from those in disordered glasses and cast new light on geometrically frustrated materials, such as charges in organic conductors [20] and spin jamming in magnets [22]. Moreover, the directly observed dynamic heterogeneity and facilitation provide new understanding on the low-temperature spin dynamics in geometrically frustrated materials, which is an important topic in geometrical frustration. We identify...
strong correlations among the static disordered nonstripe spin structure, the static thermodynamic quantity of soft modes [Figs. 1(f)], active spin dynamics (Fig. 5 herein and Fig. S4 of SM [14]), and facilitation regions [Figs. 5 and 6(b)]. In particular, the correlation between soft spots and highly frustrated or high-energy local structures provides a convincing structural signature of soft spots in the context of frustration, and such a correlation is much simpler and clearer than those in amorphous materials [32]. In addition, we obtain consistent quantitative measures of structures and their degrees of facilitation using the supervised SVM in machine learning and unsupervised PCA method (Figs. 8 and 9).

The experiments and simulations emphasize the importance of excitations and facilitated dynamics in spin relaxation at low effective temperatures. We directly observe the increasing hierarchical dynamics as temperature decreases [Figs. 4(d)–4(f)], and experimentally measure excitation lines, the decoupling of two characteristic time scales, \( \tau_s, \tau_p \) in DF, which are responsible for DH (Fig. 6). Such observations strongly indicate that facilitation theory can be extended to geometrically frustrated systems, where the frustration on lattice serves as the effective constraint in the DF theory. Combining with the analysis of local spin configurations, we further show the correlation between structures and facilitation beyond the DF theory. Although such structural features of excitations support the thermodynamic picture of the glass transition, they are compatible with DF. In fact, DF has been examined in thermodynamic structural glasses in simulation, experiment, and theory. In simulation, the facilitated and hierarchical dynamics have been observed in the Kob-Andersen model [44], which has a disordered critical point [56] and a thermodynamic glass transition [57]. In experiment, colloidal glasses composed of spheres or ellipsoids exhibit both thermodynamic features of glass transition [58,59] and evident facilitations [47,48]. In theory, facilitation has also been taken into account within the random-first-order-transition theory [60]. Therefore, our observed facilitated dynamics does not exclude the thermodynamic nature of the glass transition in geometrically frustrated systems. We also note that a recent simulation of buckled hard disks confined in quasi-one-dimension has shown that the system does not exhibit an ideal glass transition and facilitated dynamics is important [36].

Future development of geometrically frustrated colloidal crystals can provide a simple yet versatile platform for studying both glass and geometrical frustration with single-spin dynamics. For example, buckled colloidal spheres in gravity or electric fields can mimic spins in magnetic fields; holographic optical tweezers can organize, manipulate, and perturb multiple spins [9]; printing arrays of microcavities or micromagnets on a substrate are able to assemble colloids onto various geometrically frustrated lattices [11,12]; and doping impurities can induce distinct behaviors in different geometrically frustrated lattices [61].
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APPENDIX A: EXPERIMENTAL METHODS

The uniform (< 3% polydispersity) poly(N-isopropylacrylamide) (NIPA, NIPAM, or pNIPAM) microgel spheres are little charged with short-range steric repulsions [62] [see Fig. S1(a) of SM [14]]. Their phase behavior is almost identical to that of hard spheres [63]. Using dynamic light scattering, the hydrodynamic diameter \( \sigma \) is measured to have changed linearly from 0.75 \( \mu \)m at 24.5 \( ^\circ \)C to 0.67 \( \mu \)m at 28.5 \( ^\circ \)C [Fig. S1(b) of SM [14]]. The hydrodynamic diameter is slightly larger than the effective diameter at \( u(r) = 1k_BT \) in Fig. S1(a) of SM [14]. The NIPA spheres have almost the same density as the ambient water solution because more than 90% of the microgel is water.

For the attractive colloid, we add a nonfluorescent liquid dye (D98010 Chromatint jet black 190, Chromatech Incorporated) to induce attraction between PMMA spheres (microparticles GmbH, Berlin) in an aqueous suspension [25]. The mixture of 23% liquid dye by volume and 77% water contains 4% solid dye by weight after drying. The solution is heated at 60 \( ^\circ \)C for 5 h and then sonicated for 1 min. Concentrated dye molecules sometimes aggregate into large clusters, which can induce depletion attraction [25]. This mechanism may cause the observed attraction. The nature of attractive interactions is not well understood. Nevertheless, the tunable attraction can be reproduced in various batches of colloid-dye suspensions; hence, the colloid is robust as a model system [25]. In the sample of dilute PMMA spheres, we use an objective heater to heat the centimeter-sized area in a larger sample at room temperature. The heated area is about 1 cm\(^2\) with a uniform temperature. At the edge the this heated area, there is a temperature gradient which pumps dye from the ambient nonheated area to the heated area. By tuning the heating strength, the dye concentration in the region of interest can be well tuned, resulting in tunable attractions, as shown in Fig. S2(a) [14]. Note that typical colloidal interactions such as depletion attraction, fluctuation-induced attraction [64,65], or screened-Coulomb repulsions are all nonpairwise additive at high particle densities in crystal phases; hence, Fig. S2 [14] measures in the dilute suspension only illustrate the tunable attraction qualitatively.

We measure the pair potentials \( U(r) \) of the repulsive NIPA spheres [Fig. S1(a) [14]] and attractive PMMA spheres [Fig. S2(a) [14]] from the equilibrium structures of colloid
gases [66]. \( U(r) \) is calculated from the measured radial distribution function \( g(r = |\vec{r}|) = \frac{1}{n} \langle \rho(\vec{r} + \vec{r}, t)\rho(\vec{r}, t) \rangle \) of a dilute monolayer using the Ornstein-Zernike integral equation [66]. Here, \( \vec{r} \) is a particle’s position, \( \rho(\vec{r}, t) = \sum_{i=1}^{N(t)} \delta(\vec{r} - \vec{r}_i(t)) \), \( n = \langle \rho \rangle = N/A \) is the area density in the field of view containing \( N = \langle N(t) \rangle \) particles, and \( \langle \cdots \rangle \) is the average over time. In solving the Ornstein-Zernike equation, the Percus-Yevick approximation is more accurate for hard potentials and the hypernetted-chain approximation is more accurate for soft potentials. Our measured \( U(r) \) from the two approximations are consistent, implying that the measurement is reliable.

We place a 1.5-\( \mu \)L colloidal droplet between a glass slide and a glass cover slip. The droplet spreads between the glass walls under the capillary force and covers most of the 18-mm\(^2\) area of the coverslip. The glass surfaces are rigorously cleaned before the droplet is placed, to prevent particle attachment. The cover slip and the glass slide are glued together with epoxy so that the wall separation is fixed. The edge of the 18-mm\(^2\) sample is usually thicker than the central area by less than 2\( \sigma \); hence, the \( \sim 0.1\)-mm\(^2\) field of view has a height difference of only \(< 0.01\sigma \) and is sufficiently uniform. We choose an area with an appropriate cell thickness of \( H = 1.5\sigma \), where spheres form the buckled monolayer crystal (see the phase diagram of hard spheres confined between hard walls in Ref. [67]). The sample temperature is controlled by an objective heater (Bioptechs). Repulsive spheres can easily self-assemble into crystals at high packing fraction, whereas attractive spheres often form disordered aggregates, small crystallites, or polycrystals with small grain sizes in 2D [68,69]. Assembling a large crystalline domain is more challenging in 2D than in 3D because 2D crystals are very soft and subject to more long-wavelength fluctuations. Consequently, we apply a Gaussian beam of light from a 100-W mercury lamp focused by the objective to locally heat a dilute attractive colloidal sample [70]. The black dye absorbs the heat efficiently. The temperature gradient at the edge of the heated area can induce an epitaxial growth of attractive spheres [25]. By gradually increasing the heated area from 400 \( \mu \)m\(^2\) to 0.2 mm\(^2\) by adjusting the iris in 10 h, the crystal grows into a millimeter-sized single crystal without grain boundaries. A paraffin film is placed in the optical path to make the temperature uniform in the 0.1-mm\(^2\) field of view at the center of the millimeter-sized heated area [70]. Repulsive NIPA spheres can directly assemble into buckled crystals without local optical heating and epitaxial growth. The samples are well equilibrated at each temperature step. We record about 45 min of video at 30 frames/s at each temperature in the repulsive colloidal crystal and at 15 frames/s in different regions of the attractive colloidal crystal using charge-coupled device cameras. The Ising state is identified from the total brightness of each sphere. The threshold of the up and down states is the minimum of the bimodal distribution of the brightness of all particles. Such discretization produces almost exactly 50% for each Ising state for both attractive and repulsive crystals because gravity is negligible for density-matched NIPA spheres and for PMMA spheres with strong attraction under high packing fractions.

APPENDIX B: SIMULATION METHODS

Molecular dynamics simulations are performed in the canonical \((NVT)\) ensemble using the LAMMPS simulation package [71]. The system consists of \( N = 6000 \) particles confined between two parallel hard walls with a separation \( H = 1.5\sigma \) in a Nose-Hoover thermostat. We use the repulsive Weeks-Chandler-Andersen interparticle pair potential [72]:

\[
U(r) = \begin{cases} 
4\epsilon \left( \frac{r^2}{\sigma^2} - \frac{r^4}{2\sigma^4} \right) + \epsilon & r \leq 2^{1/6}\sigma \\
0 & r > 2^{1/6}\sigma 
\end{cases}
\]  

(B1)

The length, mass, energy, and time units are set as \( \sigma, m, \epsilon \), and \( \sqrt{m\sigma^2/\epsilon} \), respectively. The temperature is in the unit of \( \epsilon/k_B \). The time step is set as 0.001. The particle number density \( N/(AH) \) is fixed at 0.7, where \( A \) is the area. The effective diameter of particles \( \sigma_{\text{eff}} \) is defined as \( U(\sigma_{\text{eff}}) = k_B T \), where \( \sigma_{\text{eff}} = 1.11\sigma \). Thus, the volume fraction is approximately 0.46, which falls in the buckled crystalline regime in the hard-sphere phase diagram [67]. The vibrational mode analysis requires no particle swapping and spin flips; hence, we quench the system from a high temperature to a low temperature of \( T = 0.005 \). We obtain different packing configurations using various cooling rates followed by sufficient relaxation (\( t_{\text{relax}} = 10^4 \)). The covariant matrix of displacements is calculated from 60,000-frame trajectories. At each temperature, the results are averaged over 15 independent trials of simulation for enough statistics. The simulation results agree well with the experiments.

Coulomb liquids, also called Coulomb gases, on lattice are a class of models that can describe many problems in 2D statistical mechanics [73], but their glassy dynamics has not been observed until recently [38]. We perform the Monte Carlo simulation of a Coulomb liquid half filling \( N = 96 \times 96 \) sites on a triangular lattice under the periodic boundary condition. This system can be equivalently shifted to global-charge neutral by adding \(-q/2\) charges on every site, i.e., half of the sites filled with \(+q/2\) charges and half of the sites filled with \(-q/2\) charges. Its Hamiltonian is [74]

\[
H = \frac{V}{2} \sum_{i \neq j} \frac{(q_i - \frac{1}{2})(q_j - \frac{1}{2})}{|\vec{r}_i - \vec{r}_j|},
\]  

(B2)

where the lattice site \( i \) at the position \( \vec{r}_i \) is occupied by charge \( q_i = 1, 0 \) and \( V \) is the interaction energy prefactor. Charge-filled and vacant sites (or \( \pm q/2 \) sites) are analogous.
to two Ising states, but the basic move is a charge hopping to its neighboring vacant site rather than a spin flip. We use the Metropolis algorithm with nearest-neighbor updates to mimic real-time dynamics of charge hopping. More details about our Monte Carlo simulation can be found in Ref. [74]. Reference [38] observed a first-order transition between stripes, and the isotropic fluid phase occurred at $T \approx 0.038V$ and glassy dynamics at slightly above 0.038V. The Coulomb liquid rapidly crystallizes into perfect parallel stripes and can hardly be supercooled at $T < 0.038V$. Here, we measure the glassy dynamics at $T = 0.04V$ and further observe the stretched exponential behaviors in charge autocorrelation functions and persistence functions of various types of motifs, which have not been reported in previous literature [38].

**APPENDIX C: STRUCTURE OF AFIT AND DEFORMABLE AFIT MODELS**

The degree of frustration in antiferromagnetic Ising spins on an AFIT can be characterized by the average number of frustrated bonds per particle, $\langle N_f \rangle$. At the high $T_{eff}$ limit, all spins are random; thus, half of the bonds are frustrated and $\langle N_f \rangle = 3$. At the ground state, each triangular plaquette has one frustrated bond [Fig. 1(a)]; i.e., one third of the bonds are frustrated and $\langle N_f \rangle = 2$. This corresponds to the motif energy $E = \frac{1}{3} (6 + 
abla^2) = 3$, because each motif contains six bonds attached to the central spin and six bonds on the edge shared by neighboring motifs with 50% weight. The ground states of AFIT can be one-to-one mapped to random rhombus tiling in 2D, i.e., cube stacking in 3D or plane partition in combinatorial and number theory [17,75,76]. The exact total number of ground states $\Omega$ can be analytically calculated under certain boundary conditions. At the ground state, the boundary effect percolates through the entire system so that it does not have a thermodynamic limit [77]. Different boundary conditions yield $\Omega \sim e^{\alpha N}$ ground states with different values of $\alpha$ [17]. Under the periodic boundary condition, $\alpha = 0.323$, and the vast majority of the ground states are disordered, as shown in Fig. 10(a). The ground state of AFIT has an extensive zero-point entropy $S = k_B \ln \Omega = \alpha N k_B$. This contradicts the third law of thermodynamics, which states that $S \to 0$ when $T \to 0$. In real materials, subtle effects at low temperatures, such as lattice deformation and long-range interaction, will relieve degeneracy to satisfy the third law of thermodynamics. These subtle effects give rise to slightly different energies in the degenerated states and result in a rugged energy landscape, thus producing glassy dynamics.

Strictly speaking, a geometrically frustrated material has a finite number of ground states, as required by the third law of thermodynamics. For example, real materials modeled by AFIT must deviate from AFIT due to the subtle effects at low temperatures: its true lowest-energy state at 0 K is straight parallel stripes; thus, it has three degenerated ground states corresponding to the three equivalent lattice orientations. At finite but very low temperatures, the $2\sqrt{N}$ zigzag stripes have very similar energies to that of straight stripes; hence, the material can be approximately modeled by deformable AFIT, which has $\sim 2\sqrt{N}$ zigzag stripes [see, e.g., Figs. 10(b) and 10(c)] as the ground states and the corresponding ground-state entropy is $\sqrt{N k_B T/N \to 0}$ per particle when $N \to \infty$, i.e., subextensive. When the temperature is not very low, the subtle effects such as lattice deformation are negligible and the materials can be modeled by AFIT, which has $e^{0.323N}$ ground states [Fig. 10(a)] with an extensive ground-state entropy $0.323k_B T$ per particle.

In buckled colloidal crystals, the three neighboring spheres tend to form an equilateral triangle in 3D rather than in 2D in order to make use of the 1.5-layer 3D space more efficiently and have more free volume, especially at high packing fraction. The 3D equilateral triangle projected in 2D is an isosceles triangle, which can tile the 2D space only by forming zigzag stripe structures composed of motifs 2b and 2c [Fig. 10(b)] (see Ref. [10] for the isosceles triangle tiling). Ground-state zigzag stripes of $N$ spins are fully determined by the $\sqrt{N}$ Ising states at the boundary; hence, $N$ spins have $\sim 2\sqrt{N}$ stripe patterns and subextensive entropy $S \propto \sqrt{N}$ (Fig. 10). We use the fraction of motifs 2b and 2c, $P(2b + 2c)$, to characterize the degree of order. Most of the $e^{0.323N}$ AFIT ground states have $P(2b + 2c) < 1$, and only $e^{\sqrt{N}}$ zigzag stripes have $P(2b + 2c) = 1$. They can be viewed as random stacking of ordered 1D chains of alternating up and down spins [Fig. 10(b)], which is analogous to the random stacking of 2D sheets of triangular closest packed spheres in the $z$ direction, i.e., random hexagonal close packing (rhcp) of spheres in 3D. Correspondingly, parallel stripes purely composed of motif 2c are analogous to fcc or hcp in 3D. Note that rhp, hcp, and fcc have an identical closest-packing volume fraction $\phi = 74\%$ and very similar free energies at $\phi < 74\%$ [78]. Similarly, the parallel and zigzag stripes have an identical closest-packing density of isosceles triangles for buckled crystals [10] and very similar free energies below the closest-packing density. Hence, both zigzag stripes and parallel stripes can be viewed as ground states of AFIT on a deformable lattice. Transforming between two zigzag stripe configurations requires a collective flip of at least one chain of $\sqrt{N}$ alternative spins [i.e., one row of spins along the $x$ direction in Fig. 10(b)], which represents a high free-energy barrier.

Each row of ordered spins in Fig. 10(b) can be stacked in the left and right directions relative to its neighboring row. Hence, the probability that a stripe has a persistence length of $n$ bonds is $P(n) = 2^{-n}$. The average persistence length is thus $\sum_{n=1}^{\infty} nP(n) = 2$ bonds or, equivalently, 3 spins. The system [Fig. 1(d) herein and Fig. S4(a) of SM [14]] at high
near the ground state, however, contain more ordered stripes with a typical persistence length of 5 spheres. We attribute this to the "order-by-disorder" effect typically encountered in geometrically frustrated systems: although there are dominant numbers of disordered stripe configurations at the exact ground state, the system slightly above the ground state will stay at a more ordered state because ordered structures have higher entropies (more free volume for colloids) [Fig. 10(d)]. On the other hand, forming a large domain of parallel (i.e., nonzigzag) stripes by increasing \( \phi \) would cause a large-scale shape deformation associated with a large strain energy [Fig. 10(e)]. Hence, the persistence lengths of stripes cannot be too long, and stripes form medium-sized domains with alternative lattice orientations to cancel the strain energy. This mechanism is likely responsible for the formation of the medium-sized rather than the large-sized stripe domains in Fig. 1(d) herein and Fig. S4(a) of SM [14].


