Designing Nanostructures for Phonon Transport via Bayesian Optimization

Shenghong Ju,1,2 Takuma Shiga,1,2 Lei Feng,1 Zhufeng Hou,2 Koji Tsuda,2,3,4 and Junichiro Shiomi1,2,5,*

1Department of Mechanical Engineering, The University of Tokyo, 7-3-1 Hongo, Bunkyo, Tokyo 113-8656, Japan
2Center for Materials research by Information Integration, National Institute for Materials Science, 1-2-1 Sengen, Tsukuba, Ibaraki 305-0047, Japan
3Department of Computational Biology and Medical Sciences, Graduate School of Frontier Sciences, The University of Tokyo, 5-1-5, Kashiwanoha, Kashiwa, Chiba 277-8561, Japan
4RIKEN Center for Advanced Intelligence Project, 1-4-1 Nihombashi Chuo-ku, 103-0027 Tokyo, Japan
5Core Research for Evolutional Science and Technology (CREST), Japan Science and Technology Agency, 4-1-8, Kawaguchi, Saitama 332-0012, Japan

(Received 2 September 2016; revised manuscript received 13 January 2017; published 17 May 2017)

We demonstrate optimization of thermal conductance across nanostructures by developing a method combining atomistic Green’s function and Bayesian optimization. With an aim to minimize and maximize the interfacial thermal conductance (ITC) across Si-Si and Si-Ge interfaces by means of the Si/Ge composite interfacial structure, the method identifies the optimal structures from calculations of only a few percent of the entire candidates (over 60,000 structures). The obtained optimal interfacial structures are nonintuitive and impacting: the minimum ITC structure is an aperiodic superlattice that realizes 50% reduction from the best periodic superlattice. The physical mechanism of the minimum ITC can be understood in terms of the crossover of the two effects on phonon transport: as the layer thickness in the superlattice increases, the impact of Fabry-Pérot interference increases, and the rate of reflection at the layer interfaces decreases. An aperiodic superlattice with spatial variation in the layer thickness has a degree of freedom to realize optimal balance between the above two competing mechanisms. Furthermore, the spatial variation enables weakening the impact of constructive phonon interference relative to that of destructive interference. The present work shows the effectiveness and advantage of material informatics in designing nanostructures to control heat conduction, which can be extended to other nanostructures and properties.
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I. INTRODUCTION

The exploration and design of materials with desired thermal transport properties hold importance in thermal management applications such as thermal interface materials [1], heat pipe [2,3], thermoelectrics [4], and thermal insulator [5]. As the length scales of materials are reduced to nanoscale, phonon transport becomes more ballistic (or quasiballistic) and the interfacial thermal conductance (ITC) determines the heat conduction through the entire material [6,7]. In other words, the heat conduction becomes controllable through manipulating the interface structure. Various individual factors for tuning the ITC have been reported, such as roughness [8,9], vacancy defects [10], lattice orientation [11,12], nanoinclusions [13], and interfacial adhesion or bonding [14,15]. However, these factors are usually coupled with each other and are sensitive to the detailed atomic configurations, which makes it hard to identify the total controllability of ITC. The search for optimal structure becomes even more difficult in the case of structures with multiple interfaces, such as superlattices [16–19], nanocrystals [20], and nanocomposites [21,22], where the constructive and destructive phonon interference and resonance effects make the heat transport more complicated. The key next-generation technology here may be materials informatics [23–25]: integration of material property calculations or measurements and informatics to accelerate the material discovery and design.

During the past decade, informatics has been successfully applied in designing drugs [26,27], polymers [28], and grain boundaries [29], and also in guiding experiments [30]. In the field of heat transfer, materials informatics has been applied to search for thermoelectric materials with low thermal conductivity from developed material databases [31,32]. Optimal distribution of nanoparticle size for minimum thermal conductivity was also performed by using a kind of evolutionary algorithm [33]. However, the nanostructure optimization for thermal transport is still in its infancy. Developing an effective optimization method for designing nanostructures is necessary and has great...
potential for application. In this work, we develop a framework by means of atomistic Green’s function (AGF) [8,34–36] and Bayesian optimization methods [37] and demonstrate the efficiency and ability to identify nonintuitive interfacial structures that realize maximum and minimum ITC.

II. METHODOLOGY

We explain the basis of the method by taking a problem to design the composite interfacial structure to tune heat conduction across the Si-Si and Si-Ge interfaces. As illustrated in Fig. 1, the system consists of an interfacial region between two materials \(A\) (Si) and \(B\) (Si or Ge) with infinite thickness. As for the transverse direction, a supercell approach is adopted to simulate an interface with infinite cross section. The lattice mismatch between Si and Ge is ignored since the stress effect due to the lattice mismatch has negligible effect on thermal transport [35]. The interfacial structure consists of either Si or Ge, and the optimization problem is how to arrange the Si and Ge atoms to obtain the largest and smallest ITC.

Four basic elements are required when conducting material informatics: the descriptor, evaluator, calculator, and optimization method. The descriptors are used to describe the possible structure candidates considered during the optimization. In this study, we use a binary flag to describe the state of each atom: “1” and “0” represent the Ge and Si atom, respectively. As for the evaluator, the value of ITC is chosen to quantitatively evaluate the performance of each configuration.

The AGF method [8,34–36] was employed to calculate the phonon transmission function \(\Xi(\omega)\),

\[
\Xi(\omega) = \text{Tr}[\Gamma_L G^\tau \Gamma_R G^\alpha],
\]

where \(\omega\) is the phonon frequency, \(G^\tau\) and \(G^\alpha\) are the retarded and advanced Green functions of the scattering region, the level broadening matrices \(\Gamma_L = i(\Sigma_L - \Sigma_L^\tau)\) and \(\Gamma_R = i(\Sigma_R - \Sigma_R^\tau)\) describe the rates of inflow from the left lead and outflow into the right lead, and \(\Sigma_L\) and \(\Sigma_R\) are the self-energies, which are calculated from surface Green’s functions of left and right leads, respectively. The surface Green’s function is calculated for semi-infinite regions, reproducing materials \(A\) and \(B\) with infinite thickness in Fig. 1, and thus, the transmission can be calculated for the full phonon spectrum including long wave phonons.

With the two leads kept at different temperatures \(T_L\) and \(T_R\), the heat current flowing through the device is given by the Landauer formula [38],

\[
J = \frac{1}{2\pi} \int \hbar \omega |f_L(\omega, T_L) - f_R(\omega, T_R)| \Xi(\omega) d\omega,
\]

where \(f_L\) and \(f_R\) are the Bose-Einstein distributions of phonons. In the limit of small temperature differences, the value of ITC (\(\sigma\)) at average temperature \(T\) can be further obtained by

\[
\sigma = \frac{\hbar^2}{2\pi k_B T^2 S} \int \omega^2 \Xi(\omega) \frac{e^{\hbar \omega/k_B T}}{(e^{\hbar \omega/k_B T} - 1)^2} d\omega,
\]

where \(k_B\) is the Boltzmann constant and \(S\) is the cross-sectional area. In this work, the AGF calculation is conducted by using the Atomistix ToolKit simulation package (ATK) [39] with Tersoff potentials [40,41]. The size of the supercell in the transverse direction (perpendicular to the direction of heat conduction) is 1 unit cell (UC); i.e., \(5.43\ \text{Å} \times 5.43\ \text{Å}\). The number of transverse \(k\) points is selected as \(20 \times 20\), which has been tested (See Fig. S1 in Supplemental Material [42]) to ensure convergence of the transmission calculation.

FIG. 1. Schematics of the materials informatics method combing the atomistic Green function (AGF) and Bayesian optimization. In the actual AGF calculation, the buffer region is installed between the interfacial region and the lead, which is omitted in the sketch for simplicity.
We employ our developed open-source Bayesian optimization library COMBO\cite{37} to perform the optimization process. Bayesian optimization is an experimental design algorithm based on machine learning\cite{43}. As shown in Fig. 1, suppose that ITCs of \(n\) candidates are initially calculated, and we are to choose the next one to calculate. A Bayesian regression function is learned from \(n\) pairs of descriptors and ITCs (i.e., training examples). For each of the remaining candidates, a predictive distribution of ITCs is estimated. The best candidate is chosen based on the criterion of expected improvement\cite{43}. Finally, ITC is calculated for the chosen candidate, and it is added to the training examples. By repeating this procedure, the calculation of ITCs is scheduled optimally, and the best candidate can be found quickly.

As the prediction model, we employ a Bayesian linear regression model combined with a random feature map,

\[
y = \mathbf{w}^T \phi(x) + \epsilon, \tag{4}
\]

where \(x\) is a \(d\)-dimensional vector corresponding to a candidate, \(\mathbf{w}\) is a \(D\)-dimensional weight vector, and \(\epsilon\) is the noise subject to normal distribution with mean 0 and variance \(\sigma\). The random feature map is chosen so that the inner product corresponds to the Gaussian kernel\cite{44}:

\[
\phi(x)^T \phi(x') = \exp\left(-\frac{||x - x'||^2}{\eta^2}\right). \tag{5}
\]

The performance of the model depends on hyperparameters \(\sigma\) and \(\eta\). In COMBO, they are initialized according to a heuristic procedure by Yang et al.\cite{45}. At every round with 20 training examples added, the hyperparameters are periodically configured and updated by maximizing the type-II likelihood\cite{46}.

### III. RESULTS AND DISCUSSIONS

We formulate two optimization problems: the first part is optimization of a relatively small interfacial region accounting for full degrees of freedom to demonstrate the validity and capability of the current method, and the second part is optimization of a larger interfacial region with layered structures. In the first part, the thickness of the interfacial region is fixed at 10.86 Å (8 atomic layers). This makes the total number of possible candidates \(C_{10}^{8} = 12,870\). Note that the computational load of this part is made small enough so that we can calculate all of the candidates to validate the optimal structure and the efficiency. Figures 2(a)–(d) show the resulting optimal structures with minimum and maximum ITC for Si-Si and Si-Ge interfaces.

To test the performance of Bayesian optimization, 10 rounds of optimization are conducted with different initial choices of 20 candidates. As shown in Figs. 2(e) and 2(f), all optimizations come to convergence within calculations of 438 structures, which is only 3.4% of the total number of candidates (12,870). To check the accuracy of the optimization, the ITCs of all candidates are also calculated, and the maximum and minimum ITC and the corresponding structures are confirmed to be exactly the same as those obtained by Bayesian optimization. The probability distributions of the ITCs obtained by calculation of all the candidates shown in the insets of Figs. 2(e) and 2(f) confirm that the probabilities decrease as ITC values approach the minimum and maximum, indicating that the current problem is suited for optimization. The ratios of maximum to minimum ITC for Si-Si and Si-Ge interfaces are 2.4 and 2.2, respectively, which indicates that the ITC significantly depends on the interfacial nanostructure.

Figures 2(g) and 2(h) compare the phonon transmission function of optimal structures with those of bare Si-Si and Si-Ge interfaces. Note that the bare Si-Si interface here means the absence of interface. For phonon frequency lower than 3 THz, the transmissions of different structures are almost the same because the transport of long wavelength phonons is not sensitive to the interfacial structures with smaller length scales. On the other hand, for higher phonon frequency, the transmission function strongly depends on the structure. The optimal structure with maximum ITC for the Si-Si interface shown in Fig. 2(a) is intuitive as the structure provides a continuum path of Si for phonons to coherently propagate. However, the other three optimal structures shown in Figs. 2(b)–2(d) are not intuitive. The optimal structure with maximum ITC for Si-Ge interfaces shown in Fig. 2(b) can be considered as a kind of rough interface, and the phonon transmission is clearly enhanced at frequency ranges 4–5 and 8–11 THz. This agrees with the previous AGF calculation result on a rough interface\cite{8}, which showed that the roughness can enhance the phonon transmission at the interface. Note that similar enhancement of conductance by larger scale roughness has been reported using molecular dynamics simulations\cite{9}.

The structures with minimum ITC for both the Si-Si and Si-Ge interface shown in Figs. 2(c) and 2(d) are aperiodic superlattices with the constituent layers perpendicular to the direction of heat conduction. The structure is different from periodic superlattices, which have been widely studied as a class of materials with low thermal conductivity motivated particularly by thermoelectric applications. Their thermal conductivity has been found to take a minimum with respect to the layer thickness due to the crossover between wave interference and particle scattering of phonons at the periodic interlayer interfaces\cite{17}. As shown in a recent study, aperiodic superlattices can have lower thermal conductivity than the periodic ones\cite{47}. However, as the thickness of each layer in the superlattice is different, the underlying physics becomes complicated and identifying the optimal structure from the vast number of candidates based on physical principles has been a challenge.
Since the current transverse supercell approach accounts only for structures with the supercell periodically repeated in the transverse direction (Fig. 1), the generality of the above optimal structures found with the 1 UC transverse supercell can be questioned. To this end, we perform the optimization with a larger cross section, 2 UC × 2 UC. Here, since blindly performing the optimization with all degrees of freedom would explode the number of candidates to \( \sim 10^{18} \), we reduce the number of candidates based on the knowledge learned from the smaller cross-section case (details are described in Supplemental Material [42]). As shown in Figs. 2(c) and 2(d), the optimal structures for minimum conductance of Si-Si and Si-Ge interfaces are exactly the same and are independent of the supercell size.

This is understandable since the optimal structures in these cases are layered structures with no variation in the transverse directions. On the other hand, the optimal structures for maximum conductance depend on the supercell size. In the case of Si-Ge interface, the smaller supercell calculation captures only a part of the optimal structure obtained by the larger supercell calculation. In the case of Si-Si interface, however, the general feature that half of the supercell is filled with Si to provide a continuum path for phonon transport remains the same for both supercell sizes.

Based on the knowledge learned above, i.e., layered structures give rise to minimum conductance and do not depend on the size of transverse supercell, we move on to the second system and extend the ITC minimization.
The problem of interfacial structure to a realistic setup by enlarging the length scales of the structure to the extent controllable in the experiments [48]: the thickness of the unit layer (UL) is 5.43 Å, and total thickness of the interfacial structure ranges from 8 to 16 UL (from 4.35 to 8.69 nm). To compensate for the increase in the number of candidates, we limit the candidates to Si/Ge superlattices (periodic and aperiodic) based on the above finding that the alloy structure with minimum ITC is a superlattice. Figure 3 illustrates the 8-UL superlattice structure in the case of Si-Si interface. Similarly to the descriptors used in the alloy structure optimization, 8 binary flags are used to indicate the state of each UL (“1” indicates Ge and “0” indicates Si). For instance, the descriptor for the case shown in Fig. 3 is (10110010).

Table I lists all of the optimal superlattice structures for Si-Si and Si-Ge interfaces optimized for various total thickness. For each layer thickness, the optimization is performed for an equal and variable fraction of Si/Ge atoms. The number of candidates in each case is also listed in brackets. As expected, the numbers of candidates in case of variable fraction are much larger than those in the case of a fixed (and equal) fraction. It can be seen that the optimal superlattice always begins or ends with a different material layer from the lead region, which is understandable because it enhances the phonon scattering. Figure 4(a) summarizes the minimum ITC values versus the number of ULs (i.e., total thickness of the interfacial structure). As the number of UL increases, the minimum ITC decreases. For Si-Si interfaces, the minimum ITC of the variable-fraction case is smaller than that of the fixed-fraction case, while for Si-Ge interfaces, the difference between the two cases is very small. Figure 4(b) compares the ITC of the obtained aperiodic superlattice at the Si-Si interface with that of traditional periodic superlattices (10) with the best period thickness (optimized separately for each total length). We find that the ITC of the designed aperiodic superlattices with a fixed Si/Ge fraction is significantly smaller (by 20%–50%). Not to mention, making the fraction variable can further reduce the ITC.

Now that the optimal structures are identified, we look into the mechanisms behind the small ITC. The first obvious attempt is to see it from the view of phonon dispersion relations and phonon density of states (DOS), as is broadly done to discuss phonon interference. Taking the 10-UL superlattice structures as an example, we choose three typical structures for comparison: the obtained optimal structure (1101010001), the periodic superlattices with minimum layer thickness (1010101010), and maximum layer thickness (1111100000). Figures 4(c) and 4(d) show the phonon dispersion, phonon DOS, and phonon transmission function. Comparing the phonon dispersion relations of the structures (1101010001) and (1111100000) [Fig. 4(c)], the difference is quite small even though their ITC values differ by a factor of 2. The DOS of the three structures are also almost the same except for some minor differences in the local peaks. However, we can see obvious differences in the phonon transmission function shown in Fig. 4(d), and the optimal structure clearly exhibits the minimum transmission. These suggest the incapability of phonon dispersion or DOS in explaining the mechanism of minimum ITC in the optimal structure.

We therefore take another route by breaking the characteristics of the structure into the thickness of a single layer (layer thickness) and the number of interfaces in the superlattice. For this, we construct model systems that allow us to independently vary the layer thickness and the number of interfaces, as shown in Figs. 5(a) and 5(c). In the

---

**TABLE 1.** Optimal superlattice structures obtained through Bayesian optimization for different setups and constraints. The numbers in the brackets are the number of candidates in each case. Thickness of a unit layer (UL) is 5.43 Å. The descriptors “1” and “0” describe Si and Ge UL.

<table>
<thead>
<tr>
<th>Si-Si</th>
<th>Si-Si</th>
<th>Si-Ge</th>
<th>Si-Ge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of ULs</td>
<td>fixed Si/Ge fraction</td>
<td>variable Si/Ge fraction</td>
<td>fixed Si/Ge fraction</td>
</tr>
<tr>
<td>8</td>
<td>11000101 (70)</td>
<td>11101101 (256)</td>
<td>10100110 (70)</td>
</tr>
<tr>
<td>10</td>
<td>1101010001 (252)</td>
<td>1110101010 (1024)</td>
<td>100010110 (252)</td>
</tr>
<tr>
<td>12</td>
<td>1011001010 (924)</td>
<td>1101101001 (4096)</td>
<td>1001010110 (924)</td>
</tr>
<tr>
<td>14</td>
<td>11011000101 (3432)</td>
<td>110010101111 (16384)</td>
<td>100110010110 (3432)</td>
</tr>
<tr>
<td>16</td>
<td>11000100110101 (12870)</td>
<td>11001101101010 (65536)</td>
<td>10101101001010 (12870)</td>
</tr>
</tbody>
</table>
former, the layer thickness is varied by fixing the number of interfaces, and in the latter, the number of interfaces is varied by fixing the length per layer. Figures 5(a) and 5(c) show that, as the layer thickness and number of thickness increase, the ITC decreases and eventually asymptotically converges to a constant value, which is consistent with the trends seen in former investigations of Si\textsubscript{235}Ge\textsubscript{240} structures\textsuperscript{[35,49]}. The corresponding phonon transmission functions in Figs. 5(b) and 5(d) show that the general dependence on the layer thickness and number of thickness follows that of ITC.

The dependence on number of interface in Fig. 5(c) is intuitive since the scattering increases with the number of interface. The reason for the convergence will be discussed later. To understand the dependence on the layer thickness in Fig. 5(a), we adopt the 1D atomic chain model and calculate phonon transmission by changing the thickness of the scattering region \( L \) (see Fig. S2 in Supplemental Material\textsuperscript{[42]}). The results clearly exhibit the Fabry-Pérot oscillations\textsuperscript{[50,51]}, with both constructive and destructive phonon interferences, which give rise to the strong dependence of phonon transmission function on the distance between two interfaces. When \( L \) is small, the resonance occurs at specific frequencies; as \( L \) increases, the number of resonant frequencies increases and eventually covers the entire frequency range. As a result, thermal conductance decreases faster when \( L \) is small and eventually saturates to a constant value as \( L \) increases. This trend resembles that of the Si/Ge system in Fig. 4(a), and thus, we attribute the observed trend to the Fabry-Pérot oscillations. This is in line with the discussion in Refs.\textsuperscript{[35,49]} in terms of coupling and decoupling of phonon waves.

On considering a superlattice with a given total thickness, the layer thickness and number of interfaces are two competing parameters, and this gives rise to the optimal structure with minimum ITC. On optimizing the balance between layer thickness and number of interfaces, an aperiodic superlattice can be superior to its periodic counterpart because it has a degree of freedom to spatially distribute parts with different layer thicknesses and numbers of interfaces.

To further highlight the above-discussed competition of the two effects, the ITCs of all the candidates are calculated for the 14-UL superlattice with fixed (equal) Si/Ge fraction and the 10-UL superlattice with variable fraction. The ITC versus the number of interfaces in the superlattices is shown in Figs. 5(e) and 5(f). In both cases, the profile of ITCs with respect to the number of interfaces takes a minimum, which confirms the competition. Figures 5(e) and 5(f) also show that structures with the same number of interfaces can result in significantly different ITC due to the difference in the thickness of the constituent layers. Since the impact of the phonon scattering should remain the same for a fixed
number of interfaces, the fact that the spread of the ITC is comparable to the magnitude of the ITC indicates that impact of the Fabry-Pérot resonance is as large as that of phonon scattering.

Now, to gain a deeper understanding of the physics of phonon transport in the optimized structure, we look into the role of phonon coherence, which can cause constructive and destructive interferences. To this end, we attempt to separate the transmission due to the particle (incoherent) effect and the wave (coherent) effect in superlattices by comparing the phonon transmission from the full AGF calculation and the cascade transmission model in view of the particle transport [52–54]. Note that phonon reflection at an interface itself gives rise to thermal resistance, but further interference of phonons (involving phonons reflected at different interfaces) gives rise to additional thermal resistance. Here, we describe the former as the particle (incoherent) effect because it does not matter whether the phonon is coherent or not, and the latter as the wave (coherent) effect because interference requires phonons to be coherent (i.e., can only be described by the wave picture). In the cascade model, the phonon transmission of each interface is assumed to be independent from each other, and the effective phonon transmission \( \Xi_{\text{cascade}} \) is obtained as

\[
\frac{1}{\Xi_{\text{cascade}}} = \sum_i \frac{1}{\Xi_i} - \frac{N - 1}{\Xi_{\text{Si}}}. \tag{6}
\]

where \( N \) is the number of interfaces, \( \Xi_i \) is the transmission coefficients of the \( i \)th interface, and \( \Xi_{\text{Si}} \) is the phonon transmission of a perfect silicon crystal. Figure 6(a) compares the results obtained by the cascade model and full AGF calculation for periodic superlattice with three different numbers of periods (2, 4, and 6), where a period consists of one Si UL and one Ge UL ("10" in.

FIG. 5. (a),(b) ITC and phonon transmission versus the layer thickness. (c),(d) ITC and phonon transmission versus the number of interfaces with layer thickness of 1 UL, where 1 UL is 5.43 Å thick. (e),(f) ITC versus number of interfaces for cases of 14-UL superlattice with equal Si/Ge layer number and 10-UL superlattice with variable Si/Ge fraction.
terms of the descriptor). With increasing superlattice periods, the transmission of the full AGF calculation converges quickly, while the transmission of the cascade model keeps decreasing. This is understandable because the cascade model reflects only the incoherent phonon transport while the full AGF calculation captures the coherent phonon transport crossing multiple layers. The convergence of the full AGF transmission indicates that the effect of constructive interference in the periodic superlattices counteracts that of destructive interference. This suggests that there should be room to further reduce the phonon transmission and ITC if the balance between the constructive and destructive phonon interference can be altered. Note that these structures are the same as the ones calculated in Fig. 5(c), and thus explains the reason for the convergence.

Taking the optimal 10-UL superlattice for phonon transport from Si to Si with a fixed and equal Si\textsubscript{0.5}Ge\textsubscript{0.5} fraction as an example, (1101010001) can be divided into four individual components including one (0110) and three (010). Figure 6(b) shows the comparison between the effective phonon transmission from the cascade model and the transmission obtained from full AGF calculation. We find that the cascade model reproduces the general trend and magnitude of the transmission functions although there are certainly some differences in the details. The agreement suggests that the constructive phonon interference is suppressed relative to destructive interference by the aperiodic structure, and the phonon transmission approaches the incoherent phonon-transport limit, leading to the minimum ITC.

**IV. CONCLUSIONS**

In conclusion, we identify the Si/Ge composite interfacial structures that minimize or maximize the ITC across Si-Si and Si-Ge interfaces by the developed framework combining the atomistic Green function and Bayesian optimization methods. The optimal structures are obtained by calculating only a few percent of the total candidate structures, considerably saving computational resources. The validity and capability of the method are demonstrated by identifying the thin interfacial structures with the optimal Si/Ge configurations among all the possible candidates. Here, a hierarchical approach is adopted to keep the number of candidates within an affordable range, where we first perform optimization of a smaller system with full degrees of freedom, and then extend it to a larger system without increasing the number of candidates by reducing the degrees of freedom using the result of the smaller system. Note that the affordable number of candidates would increase with advances in computational resources and optimization algorithms.

Based on the finding that the interfacial structures with minimum ITC take the form of an aperiodic superlattice, we extend the search to thicker structures (up to 8.69 nm) and identify nonintuitive structures whose ITCs are significantly smaller than those of the optimal periodic superlattices. The small ITC in the aperiodic structures originates from their degree of freedom to mutually adoptively balance the two competing effects, Fabry-Pérot wave interference and interfacial particle scattering, which reduces ITC as the thickness of the constituent layers in the superlattice increases and decreases, respectively. As a result, the optimal aperiodic structure is found to restrain the constructive phonon interference, delaying the convergence of the coherent heat conduction reduction. Here, we choose a Si-Ge system because it is the most studied superlattice structure in terms of thermal transport [35,49,55,56]. The developed method is applicable to any system, and systems with better control over the composition, such as III-V systems [16,57] and oxides [19,48], may be the first to benefit from the method in practice. The present work shows the effectiveness and advantage of material informatics in designing nanostructures to control heat conduction.
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