Detectability Thresholds and Optimal Algorithms for Community Structure in Dynamic Networks
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The detection of communities within a dynamic network is a common means for obtaining a coarse-grained view of a complex system and for investigating its underlying processes. While a number of methods have been proposed in the machine learning and physics literature, we lack a theoretical analysis of their strengths and weaknesses, or of the ultimate limits on when communities can be detected. Here, we study the fundamental limits of detecting community structure in dynamic networks. Specifically, we analyze the limits of detectability for a dynamic stochastic block model where nodes change their community memberships over time, but where edges are generated independently at each time step. Using the cavity method, we derive a precise detectability threshold as a function of the rate of change and the strength of the communities. Below this sharp threshold, we claim that no efficient algorithm can identify the communities better than chance. We then give two algorithms that are optimal in the sense that they succeed all the way down to this threshold. The first uses belief propagation, which gives asymptotically optimal accuracy, and the second is a fast spectral clustering algorithm, based on linearizing the belief propagation equations. These results extend our understanding of the limits of community detection in an important direction, and introduce new mathematical tools for similar extensions to networks with other types of auxiliary information.
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I. INTRODUCTION

Many complex systems can be represented as networks, that is, as a set of elements characterized by pairwise interactions. Examples of networks are plentiful and include friendships or communication in a social network, regulatory interactions among genes, transportation between cities, and hyperlinks between documents or websites. Furthermore, many, perhaps even most, of these networks are dynamic in nature, and their evolving structure is often represented as a sequence of graphs [1–8].

A common step in analyzing the structure of such networks is the detection of communities, in which we seek to divide a network into groups of nodes that play similar structural roles. A good division should provide a structural coarse graining of the network, revealing the large-scale structure of the system. In the simple case of static networks, we now have rigorous methods for accomplishing this task, using Bayesian techniques and probabilistic generative models [9–15]. Importantly, we also have a precise mathematical understanding of when they can or cannot succeed [14,16]. However, real-world networks are rarely simple, and are often accompanied by auxiliary data, such as weights on edges [17] or metadata on nodes [18–22]. Extending the rigorous results for static networks to these richer graph structures remains an important direction of study. Here, we focus on the question of dynamic networks, in which each node’s connections may change over time.

Community detection in dynamic networks inherits many of the challenges of static networks, including learning the number of communities, their sizes and node membership, and the pattern of connections among communities, e.g., assortative or disassortative (or, in physical terms, ferromagnetic or antiferromagnetic). However, it also poses new challenges, as both the network topology and the community memberships may evolve over time.
Community detection in dynamic networks has a long history, and a number of techniques have been previously developed. For instance, there are variants of multilayer or temporal modularity maximization [5,23,24], non-negative matrix or tensor factorization [3,6,8,25,26], minimum description length [27,28], and probabilistic models [4,7,29–33]. References [34,35] provide more comprehensive reviews of this work. Approaches for detecting communities in multiplex networks are also relevant [36–45], as dynamic networks are a special case of multiplex networks, in which the layers are organized in a linear sequence. However, despite these varied efforts, up to now we have lacked a theoretical understanding of the optimality of these techniques, when or how they tend to fail, or whether there are fundamental limits to detecting community structure in dynamic networks.

Here, we answer these questions by deriving a precise threshold on the detectability of communities in dynamic networks, whose location depends only on the rate of change of the community structure and on its strength. Below this sharp threshold, we claim no efficient algorithm can recover the true communities better than chance. Furthermore, we give two algorithms that are optimal in this setting. These results generalize the theoretical insights of Refs. [14,15] for community detection in static networks to the dynamic setting, in which detectability depends on both spatial and temporal coupling between nodes. The mathematical tools we use to obtain these results are also general, and could be used to obtain similar extensions to networks with other types of auxiliary information.

Our approach exploits the powerful tools of probabilistic generative models and Bayesian inference, which we use to study the limits of the community detection problem using the cavity method of statistical physics. We begin with the well-known stochastic block model [46,47], a generative model for static networks with community structure. We note that there are several dynamic variants of this model [29–31] and its mixed-membership version [7], and the variant that we analyze here is a special case of some of these models. Specifically, we mathematically study a model in which nodes change their community membership over time according to a Markov process, and edges are generated independently at each time step. As a result, the network of connections between nodes at different times is locally treelike.

In many real-world systems, edge occurrence can correlate across time [1]. In this case, however, our model can still be applied if the edges have a time scale that is short relative to the time windows over which the interactions are aggregated, which returns us to a setting in which the dynamic network will be locally treelike. For instance, consider a network of phone calls or emails where the autocorrelation time governing conversations (or sequences of successive calls) is on the order of days, but where each network snapshot aggregates these calls over a month. In this case, belief propagation (BP) algorithms, like the ones we develop here, are often asymptotically optimal, and we may use the cavity method to compute the detectability threshold exactly. While our results are not mathematically rigorous, we believe that they can be made so using the techniques of Refs. [16,48–50].

Finally, we give two principled and efficient algorithms for detecting communities in real dynamic networks. The first algorithm uses BP to pass messages between neighbors both within a network at a particular time and between consecutive networks in order to integrate information over the network’s time series in an optimal way. We then linearize BP to obtain a second spectral algorithm, based on a dynamical version of the nonbacktracking matrix [50,51]. Through numerical experiments, we confirm our theoretical calculations by showing that these algorithms accurately recover the true community structure in dynamic networks all the way down to the generalized detectability threshold.

II. DYNAMIC STOCHASTIC BLOCK MODEL

The stochastic block model is a classic model of community structure in static networks [46,47]. To obtain a theoretical understanding of detectability in dynamic networks, we use a variant of the stochastic block model in which the community labels of nodes change over time, but where edges are independent conditioned on these labels. This particular model is also a special case of several models previously introduced for community detection in dynamic networks [4,7,29–31]. A crucial feature of the variant we study is that it captures the dynamic behavior of changing community labels but is analytically tractable.

Our model generates a dynamic sequence of graphs \( G(t) = (V,E(t)) \), with \( 1 \leq t \leq T \). There are \( |V| = n \) nodes divided into \( k \) groups. Each graph has its own group assignment, represented by an \( n \)-dimensional vector of labels \( \{g_i(t) \in \{1, \ldots, k\} | i \in V \} \). To generate this sequence, we start by drawing \( g_i(1) \) from a prior distribution, where each node has initial probability \( q_r \) of being in community \( 1 \leq r \leq k \). In successive steps \( t > 1 \), each node updates its label according to a transition matrix \( \tau \), moving to group \( r \) from group \( s \) with probability \( \tau_{rs} \). Finally, the edges \( E(t) \) are generated independently for each \( t \) according to a \( k \times k \) matrix \( p \), connecting each pair of nodes \( i, j \) at time \( t \) with probability \( p_{g_i(t),g_j(t)} \). The likelihood of the graph sequence is then

\[
P(\{G(t)\}, \{g(i)\}|p, q, \tau) = P(g(1)) \prod_{t=2}^{T} P(g(t)|g(t-1)) \times \prod_{t=1}^{T} \left[ \prod_{(i,j) \in E(t)} p_{g_i(t),g_j(t)} \prod_{(i,j) \notin E(t)} (1 - p_{g_i(t),g_j(t)}) \right],
\]
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and
\[ P(g(1)) = \prod_i q_{g_i(1)}, \]
\[ P(g(t)|g(t-1)) = \prod_i \tau_{g_i(t), g_i(t-1)}. \]

In our analysis, we focus on a uniform initial prior \( q_r = 1/k \) and the popular special case, where \( p_{rs} = c_{in}/n \) if \( r = s \) and \( c_{out}/n \) if \( r \neq s \) for constants \( c_{in}, c_{out} \). The average degree of each graph is then \( c = [c_{in} + (k-1)c_{out}]/k \). For simplicity, we also assume the transition matrix \( \tau \) has a special form, where the node keeps its label with probability \( \eta \) and chooses a uniformly random label with probability \( 1-\eta \). In that case,
\[ \tau = \eta I + (1-\eta) \frac{J}{k}, \tag{1} \]
where \( I \) is the identity matrix and \( J \) is the all-1’s matrix.

III. GENERALIZED DETECTABILITY THRESHOLD

In this context, the community detection task consists of recovering the labels \( \{g_i(t)\} \) given the parameters \( p, q, \eta \) and the sequence of graphs \( \{G(t)\} \). We now consider under what conditions we can perform this task better than chance. For static networks, previous work has shown that there exists a phase transition below which no algorithm can succeed [14,15]; for the case \( k = 2 \), this is now known rigorously [16]. This threshold occurs at a critical value of \( c_{in} - c_{out} \), which depends on the average degree, namely, \( |c_{in} - c_{out}| = k\sqrt{c} \).

In a dynamic network where community memberships change slowly, we can learn more about a network and its large-scale structure by integrating its edges over time. Summing \( G(t) \) to form a single graph yields a denser network, which we would expect to be able to detect its community structure whenever \( c_{in} - c_{out} \neq 0 \). On the other hand, if node labels at successive steps are uncorrelated, we can do no better than to treat each graph in \( G(t) \) separately as a static graph. We thus expect the community detection threshold in dynamic networks to interpolate between its static value at \( \eta = 0 \) and zero at \( \eta = 1 \).

To facilitate our analysis, we define a spatiotemporal graph with \( Tn \) vertices \( i(t) \), one for each node at each time step. In addition to the “spatial” edges \( (i(t), j(t)) \in E(t) \) for each \( t \), we add “temporal” edges \( (i(t), i(t \pm 1)) \) connecting each node with its time-adjacent copies. Since the spatial edges \( E(t) \) are independent and sparse, short loops in this spatiotemporal graph are rare, implying that it is locally treelike.

Now consider the neighborhood of a particular node \( i(t) \). Moving outward in space and time, there is a tree with \( i(t) \) as its root: each node in this tree has “children” consisting of its spatial and temporal neighbors. Using the cavity method, we can think of inference as a reconstruction problem on this tree, where each child’s label is transmitted, with some noise, to its parent. As stated above, we assume that node labels are copied along temporal edges with probability \( \eta \) and replaced with uniformly random labels with probability \( 1-\eta \). Similarly, since each edge in \( E(t) \) exists with probability \( c_{in}/n \) if the labels are the same, and with probability \( c_{out}/n \) otherwise, Bayes’ rule implies that labels are copied along a spatial edge with probability
\[ \lambda = \frac{c_{in} - c_{out}}{kc} \]
and replaced with a random label with probability \( 1-\lambda \). Thus, we can think of the labels on spatial and temporal edges as following a Markov process with stochastic transition matrices \( \sigma \) and \( \tau \), respectively, where
\[ \sigma = \frac{np}{kc} = \lambda I + (1-\lambda) \frac{J}{k}, \tag{2} \]
and \( \tau \) is given by Eq. (1).

We now consider the question of whether information from distant leaves on this tree is transmitted to the root. The tree is generated by a two-type branching process: following a temporal edge leads to a node with one temporal child, while following a spatial edge leads to a node with two temporal children, and in both cases the number of spatial children is Poisson distributed with mean \( c \). The transition matrix describing the expected number of children of each type is then \( (\frac{c}{k} I + \lambda \frac{J}{k}) \). On the other hand, besides the trivial eigenvalue \( 1 \) corresponding to the uniform distribution, the eigenvalues of the transition matrices \( \sigma \) and \( \tau \) are \( \lambda \) and \( \eta \), respectively. The results of Ref. [52] then imply that the detectability transition occurs when the largest eigenvalue of the matrix \( (\frac{c \lambda^2}{k} \frac{\lambda^2}{\eta^2}) \) crosses unity. This yields
\[ c \lambda^2 = \frac{1 - \eta^2}{1 + \eta^2} \quad \text{or} \quad |c_{in} - c_{out}| = k \sqrt{c \frac{1 - \eta^2}{1 + \eta^2}}. \tag{3} \]
which ranges from the static threshold \( k \sqrt{c} \) when \( \eta = 0 \) to zero when \( \eta = 1 \), as expected.

The expression of Eq. (3) holds in the limit \( T \to \infty \). We can compute the corresponding finite-time threshold for a fixed \( T \) by diagonalizing a \( (3T - 2) \)-dimensional matrix, where we have a branching process with states corresponding to moving along spatial, forward-temporal, or backward-temporal edges at each time step. In particular, the threshold then ranges from the static value for \( \eta = 0 \) to
\[ |c_{in} - c_{out}| = k \sqrt{c/T} \] for \( \eta = 1 \).
In spin glass theory, this type of threshold is called the Almeida-Thouless line [53]; in probability and information theory, it is known as the Kesten-Stigum bound or the robust reconstruction threshold [52]. In the static case, it has been shown rigorously for \( k = 2 \) that below this point community detection is information theoretically impossible [16]. For \( k > 4 \) groups (and \( k = 4 \) in the disassortative or antiferromagnetic case \( e_{\text{in}} - e_{\text{out}} < 0 \)), it was first conjectured [14,15], and later proved [54,55], that there is an additional region below the threshold where community detection is information theoretically possible, but exponentially hard, so that no efficient algorithm can do better than chance. We make the same claims for the dynamic case.

**IV. BAYESIAN INFERENCE AND BELIEF PROPAGATION**

Given an observed graph sequence \( G(t) \), we wish to infer the posterior distribution of group assignments \( \{ g(t) \} \). For fixed \( p, q, \) and \( \eta \), Bayes’s rule gives us

\[
P(\{ g(t) \} | \{ E(t) \}) = \frac{P(\{ g(t) \}, \{ E(t) \})}{\sum_{g(t)} P(\{ g(t) \}, \{ E(t) \})}.
\]

We are especially interested in the one-point marginals of this distribution, i.e., the probability distribution of \( g(t) \) for each node \( i \) at each step \( t \). We denote this as

\[
\mu^i_r(t) = P(g_i(t) = r | \{ E(t) \}) = \sum_{g_i(t)} P(\{ g(t) \}, \{ E(t) \}) \delta_{g_i(t), r}.
\]

As always, computing the denominator in Eq. (4) is difficult, as it is a sum over \( q^{\mathcal{V}_o} \) terms. In physical terms, this quantity is a partition function and thus we do not expect to be able to compute \( P(\{ g(t) \}, \{ E(t) \}, p, \eta) \) exactly. However, we can approximate it with variational methods. Since the spatiotemporal graph is locally treelike, we can make a Bethe approximation, corresponding to the cavity method in physics or belief propagation in machine learning. This allows us to approximate the marginals and the free energy of the model in an efficient and asymptotically optimal way.

In belief propagation, vertices send their neighbors “messages” consisting of estimates of their marginal distributions. Each vertex updates its message to each of its neighbors, based on the message it receives from its other neighbors. It does this using Bayes’s rule, assuming that its neighbors are independent of each other (conditioned on that vertex’s state). We then update the messages until they reach a fixed point.

In our dynamic setting, we have two kinds of messages, passing along the spatial and temporal edges of the spatiotemporal graphs (Fig. 1). We denote the spatial messages \( \mu^r_{i \rightarrow j}(t) \): this is \( i \)'s estimate, sent to \( j \), of the probability that \( i \) belongs to group \( r \) at time \( t \). Similarly, the temporal message \( \mu^t_{i \rightarrow \{i(\pm 1)\}} \) is \( i \)'s estimate of this probability sent to its past and future selves.

For general values of the connection probabilities \( p_{rs} \) and the transition matrix \( \tau \), the update equation for the spatial messages is

\[
\mu^r_{i \rightarrow j}(t) = \frac{1}{Z^i_{\rightarrow j}(t)} \left( \sum_s \tau_{rs} \mu^s_{i(\pm 1) \rightarrow i(t)} \right) \left( \sum_s \tau_{sr} \mu^r_s \right) \prod_{\ell' : (r, \ell) \in \mathcal{E}(t)} \sum_s c_{rs} \mu^{r \ell'}_{s \rightarrow i(t)} \prod_{\ell' : (\ell', \ell) \in \mathcal{E}(t)} \sum_s (1 - p_{rs}) \mu^{i \ell'}_{s \rightarrow i(t)},
\]

and the update equation for the temporal messages is

\[
\mu^t_{i \rightarrow \{i(\pm 1)\}}(t) = \frac{1}{Z^i_{\rightarrow \{i(\pm 1)\}}(t)} \left( \sum_s \tau_{rs} \mu^s_{i(\pm 1) \rightarrow i(t)} \right) \left( \sum_s \tau_{sr} \mu^r_s \right) \prod_{\ell' : (r, \ell) \in \mathcal{E}(t)} \sum_s c_{rs} \mu^{r \ell'}_{s \rightarrow i(t)} \prod_{\ell' : (\ell', \ell) \in \mathcal{E}(t)} \sum_s (1 - p_{rs}) \mu^{i \ell'}_{s \rightarrow i(t)},
\]

where \( Z^i_{\rightarrow j}(t) \) and \( Z^i_{\rightarrow \{i(\pm 1)\}}(t) \) are normalization factors, and similarly for \( \mu^t_{i \rightarrow \{i(\pm 1)\}} \) with \( \tau \) transposed. Finally, once the messages reach a fixed point, we compute the marginals at each vertex by taking all its incoming messages into account:

\[
\mu^i_r(t) = \frac{1}{Z^i(t)} \left( \sum_s \tau_{rs} \mu^s_{i(\pm 1) \rightarrow i(t)} \right) \left( \sum_s \tau_{sr} \mu^r_s \right) \prod_{\ell' : (r, \ell) \in \mathcal{E}(t)} \sum_s c_{rs} \mu^{r \ell'}_{s \rightarrow i(t)} \prod_{\ell' : (\ell', \ell) \in \mathcal{E}(t)} \sum_s (1 - p_{rs}) \mu^{i \ell'}_{s \rightarrow i(t)}.
\]
Of course, when \( t = 1 \) or \( t = T \), we remove the term corresponding to the temporal edge coming from outside the domain of \( t \).

In the update equations given here, we have \( O(Tn^2) \) messages, with spatial messages between both neighboring and non-neighboring pairs of nodes. As in Refs. [13–15], in the sparse case \( p_{rs} = c_{rs}/n \), we can approximate the effect of non-neighboring pairs with an external field, so that we only need to keep track of \( O(Tn) \) messages between nodes and their spatiotemporal neighbors. This amounts to writing

\[
\prod_t \sum_s (1 - p_{rs}) \mu^{s \rightarrow i}(t) = e^{-h_r(t)},
\]

where

\[
h_r(t) = \frac{1}{n} \sum_s \sum_s c_{rs} \mu^{s \rightarrow i}(t). \tag{8}
\]

Furthermore, in our special case where \( \tau \) and \( \sigma \) are given by Eqs. (1) and (2), we have

\[
\sum_s \tau_{rs} \mu^{s \rightarrow i}(t) = \eta \mu^{i \rightarrow (i-1)}(t) + \frac{1 - \eta}{k},
\]

\[
\sum_s \tau_{sr} \mu^{s \rightarrow i}(t) = \eta \mu^{i \rightarrow (i+1)}(t) + \frac{1 - \eta}{k},
\]

\[
\sum_s c_{rs} \mu^{s \rightarrow i}(t) = \lambda \mu^{s \rightarrow i}(t) + \frac{1 - \lambda}{k}.
\]

As in Refs. [14,15], the BP equations have a trivial fixed point where all the messages are uniform: \( \mu^{i \rightarrow j}(t) = \mu^{j \rightarrow (i+1)} = 1/k \) for all \( i, j, \) and \( t \). The Kesten-Stigum transition computed above is precisely where this fixed point becomes unstable. Below the transition, BP converges to the trivial fixed point, all marginals are uniform, and the algorithm performs no better than chance.

However, above this transition, the trivial fixed point is unstable, and BP converges to a nontrivial fixed point. If the network is generated by our model and we know the correct parameters, we expect this nontrivial fixed point to give an asymptotically correct estimate of the marginals Eq. (7) up to a permutation of the groups. In physical terms, we are on the Nishimori line, so there is no static replica symmetry breaking and no spin glass phase [56]. Then, if we assign each node its most likely label at each time, setting \( g_r(t) = \text{argmax}_i \mu^{i \rightarrow j}(t) \), this assignment maximizes the fraction of correct labels. Thus, our BP algorithm succeeds all the way down to the detectability threshold given by Eq. (3), and is asymptotically optimal in terms of its accuracy. We expect that this can be made rigorous, at least in the case \( k = 2 \), using the techniques of Refs. [16,48,49].

For \( k \leq 3 \), the detectability transition is second order, with the optimal accuracy going to zero continuously at the transition. In analogy with the static block model [14,15], we believe that for \( k > 4 \) (or \( k \geq 4 \) for the disassortative case) the detectability transition becomes first order. Then there is an additional regime where there are at least two competing fixed points, the trivial one and an accurate one, both of which are locally stable. However, the basin of attraction of the accurate fixed point is exponentially small, so that BP with random initial messages will almost always converge to the trivial fixed point. In this regime, community detection is information theoretically possible, but it would require exponential time to search the space of possible fixed points. Physically, there is a free-energy barrier between the trivial fixed point, which corresponds to a paramagnetic phase, and the accurate fixed point, which corresponds to a ferromagnetic one.

V. SPECTRAL CLUSTERING

In dense networks, a common approach to detecting communities is spectral clustering, which is accomplished by examining the eigenvectors of either the adjacency or Laplacian matrix. In sparse networks, approach fails strictly above the detectability threshold [51,57]. However, it is known that this difficulty can be circumvented, in static networks, by using a nonbacktracking matrix or Hashimoto operator [50,51], which prevents localization of the eigenvectors to the high-degree vertices. Here, we extend these techniques to derive a spectral algorithm for sparse dynamic networks.

The idea is simply to linearize the BP update equations around the trivial fixed point described above, expanding all the messages to first order around \( 1/k \). In the static case, this linearization yields the nonbacktracking matrix. Its second through \( k \)th eigenvectors are correlated with the true community structure all the way down to the detectability transition [50,51], so that we can label nodes using a clustering technique in \( \mathbb{R}^{k-1} \) such as the \( k \)-means algorithm.

For the dynamic block model, linearizing the BP update equations around the trivial fixed point gives a \( 2km \times 2km \) matrix, where \( m \) is the total number of edges in the spatiotemporal graph. Analogous to Ref. [51], this is the tensor product of a \( k \times k \) matrix with a \( 2m \times 2m \) matrix, which we can simplify further by writing it in terms of the total incoming and outgoing messages at each vertex. This gives a \( 4nT \times 4nT \) matrix:

\[
B = \begin{pmatrix}
\lambda \mathbb{A}^{\text{spatial}} & -\lambda \mathbb{1} & \lambda \mathbb{A}^{\text{spatial}} & 0 \\
\lambda (\mathbb{D}^{\text{spatial}} - \mathbb{1}) & 0 & \lambda \mathbb{D}^{\text{spatial}} & 0 \\
\eta \mathbb{A}^{\text{temp}} & 0 & \eta \mathbb{A}^{\text{temp}} & -\eta \mathbb{1} \\
\eta \mathbb{D}^{\text{temp}} & 0 & \eta (\mathbb{D}^{\text{temp}} - \mathbb{1}) & 0
\end{pmatrix}, \tag{9}
\]
Here, $I$ denotes the $nT$-dimensional identity matrix, $A^\text{temp}$ is the adjacency matrix of temporal edges, $D^\text{temp}$ is the diagonal matrix of temporal degrees, $A^\text{spatial}$ is the adjacency matrix of spatial edges, and $D^\text{spatial}$ is the diagonal matrix of spatial degrees. That is,

$$A^\text{temp}_{(u,t),(v,t)} = \delta_{uv}(\delta_{t,t}+1 - \delta_{t,t-1}),$$

$$D^\text{temp}_{(u,t),(u,t)} = \begin{cases} 2 & \text{if } 1 < t < T \\ 1 & \text{if } t = 1 \text{ or } t = T, \end{cases}$$

$$A^\text{spatial}_{(u,t),(v,t)} = \bigoplus_t A(t) = \begin{cases} 1 & \text{if } t = t' \text{ and } (u,v) \in E(t) \\ 0 & \text{otherwise}, \end{cases}$$

$$D^\text{spatial}_{(u,t),(u,t)} = \bigoplus_t D(t) = \sum_v A_{u,v}(t),$$

where the symbol $\bigoplus$ denotes the matrix direct sum (diagonal concatenation). The terms $\lambda A^\text{spatial}$ and $\eta A^\text{temp}$ in Eq. (9) correspond to attenuation of the messages along the spatial and temporal edges by the second eigenvalues of $\sigma$ and $\tau$, respectively. The terms $-1$ correspond to the nonbacktracking nature of belief propagation, and are known in physics as Onsager reaction terms.

This analysis gives us a spectral algorithm for dynamic networks. We form the spatiotemporal graph, construct the matrix $B$, compute the $k-1$ eigenvectors with the largest eigenvalue (in absolute value), and then perform $k$-means clustering on the resulting $n$ vectors in $\mathbb{R}^{k-1}$. In the case $k=2$, we can simply label nodes according to the sign of the second eigenvector to separate nodes into two communities.

As in the static case [51], the instability of the trivial fixed point corresponds exactly to where the community-correlated eigenvectors emerge from the bulk of $B'$'s spectrum in the complex plane. Thus, we claim that, while it is somewhat less accurate than belief propagation, this spectral algorithm is optimal in the sense that it works all the way down to the dynamical detectability transition. Finally, we also expect that this result can be made rigorous, as Ref. [50] did for the static case.

VI. NUMERICAL EXPERIMENTS

To verify our claims of the detectability transition in dynamic networks and the accuracy of our algorithms, we conduct the following numerical experiment. Using the dynamic block model, we generate a number of dynamic networks with various rates of change and various strengths of community structure. We then use the BP and spectral algorithms to infer the group assignments, assuming that the true parameters are available to the algorithm, and measure their accuracy against the known underlying structure.

Following past work, we parametrize the strength of the community structure by $\epsilon = c_{\text{out}}/c_{\text{in}}$. For $\epsilon = 0$, nodes connect only to others in the same group, while for $\epsilon = 1$, the network at each time is an Erdős-Rényi random graph with no community structure. In terms of $\epsilon$, the detectability transition in Eq. (3) occurs at

$$\lambda = \frac{1 - \epsilon}{1 + (k-1)\epsilon} = \frac{1}{\sqrt{c}} \sqrt{\frac{1 - \eta^2}{1 + \eta^2}}.$$  \tag{10}$$

In our experiments, we explore networks in the $(\epsilon, \eta)$ plane, while keeping the average degree $c$ fixed.

We measure the accuracy of the inferred labels by the overlap between the true assignment $g'$ and the inferred one $\hat{g}$. This is the fraction of nodes labeled correctly, averaged over all nodes and all times, normalized so that it is 1 if $\hat{g} = g'$ and 0 if $\hat{g}$ is uniformly random. (To break the permutation symmetry, we maximize over all $k!$ permutations of the groups.) In Fig. 2, we show the overlap obtained by BP for dynamic networks as a function of $\epsilon$ for several choices of $\eta$, with $n = 512$, $T = 40$, $k = 2$, and $c = 16$. For each $\eta$, the critical value of $\epsilon$ for $T = 40$ is shown as a vertical line in the lower panel. As predicted, the critical $\epsilon$ increases with $\eta$; we find numerically that the finite-size effects scale as $n^{-1/2}$, typical of phase transitions in infinite-dimensional systems.

Figure 3 shows the overlap throughout the $(\epsilon, \eta)$ plane, using both BP and our spectral algorithm, again for $k = 2$ and $c = 16$. The dashed curve shows the detectability transition for $T = 40$; note that close to $\eta = 1$ it diverges from the transition for $T = \infty$, which is shown as the magenta curve. While BP achieves a higher overlap throughout the $(\epsilon, \eta)$ plane, both algorithms achieve a large overlap when $\epsilon$ is small or $\eta$ is large, i.e., when the community structure is strong or when the group memberships change slowly. As we approach the critical curve, both algorithms undergo a second-order transition, with their accuracy going to zero continuously. (As stated
above, for some larger values of \( k \) we expect this transition to become first order, with the accuracy jumping to zero discontinuously.) Moreover, Fig. 4 shows that the convergence time of BP, i.e., the number of times we need to iterate the update equations to reach a fixed point, diverges near the critical curve.

**VII. CONCLUSION**

Although we now have a rigorous theoretical understanding of the strengths, weaknesses, and limits of community detection in static networks, comparable theoretical insights for networks with more general structures have been lacking. Here, we derive a mathematically precise understanding of the limits of detectability for communities in dynamic networks, under a model in which group memberships are correlated over time but where the edges at each time are generated independently. Using the cavity method, we generalize the static-case detectability limit to depend both on the strength of the communities and on the rate at which community membership changes over time. Because this model is an analytically tractable special case of several previously published models, we expect qualitatively similar behavior to occur within more elaborate models of dynamic networks, including those where the edges at successive times are correlated.

Our two efficient algorithms for detecting communities in dynamic networks, one based on belief propagation and one on spectral clustering, are optimal in the sense that they succeed all the way down to the detectability threshold. Furthermore, the belief propagation algorithm is asymptotically optimal in terms of its accuracy, implying that no algorithm can perform better at detecting communities in dynamic networks in which edges are generated independently at each time step.

We believe that all of our results can be made rigorous, at least for two groups, using the methods of Refs. [16, 48–50]. We also note that the mathematical tools we introduce to obtain our results for dynamic networks are quite general, and could be used to obtain similar results for other, more general types of networks. Examples of such future directions include the case where the matrix \( p \) of connection probabilities changes over time (a situation similar to change-point detection in networks [58]), or where edges are persistent across time [1], or where networks have edge weights [13] or additional metadata on the nodes [19–22]. The latter represents a particularly interesting case, as recent numerical results by Newman and Clauset [22] suggest that metadata on the nodes may also serve to shift the location of the detectability threshold in static networks.
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