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I. INTRODUCTION

The current science education standards, i.e., the Next Generation Science Standards (NGSS) and the related framework, call for students to develop coherent understanding of complex science [1,2]. Students with complex understanding should know science concepts, e.g., constructing concepts and disciplinary core ideas, along with scientific practice skills [1,3]. Assessment instruments for tracking students’ progression towards sophisticated understanding play a critical role in science education [4]. However, many traditional multiple-choice (MC) tests are
designed primarily for content assessment rather than for measuring higher order cognitive abilities in reasoning and explanation [5,6]. Typical MC items are often critiqued for assessing the superficial memorization of science facts or for the application of simple process skills due to the lack of opportunity for students to explain or justify their answers [7–10], although some research-based instruments, such as the Force Concept Inventory [11], had partially addressed these disadvantages. To fully capture more complex science understanding and reasoning, constructed response items are often used, but the implementation requires a large amount of resources including time and scoring cost and has the weakness of low reliabilities due to human raters [12,13].

To improve the assessment features of MC items, researchers have explored different designs including two-tier multiple choice (TTMC) [14], ordered multiple choice (OMC) [15], multiple-tier multiple choice (3 or more tiers) [16–20], and test combination analysis [21]. This study will focus on the TTMC design, which was first proposed by Treagust [14] and has gained popularity in recent years [12,22–24]. TTMC items are constructed to
jointly measure students’ ability to correctly answer tier 1 questions and their explanatory reasoning with tier 2 questions [14,25]. Probing reasoning and explanation in tier 2 provides a way to assess more complex understanding and can also serve to diagnose misconceptions [14]. In recent studies, researchers have made substantial progress in developing TTMC items as effective diagnostic tests [12,22,24,26–31].

In current research, the scoring of a TTMC item includes two popular methods. One is the pair-scoring method, which treats the two questions in a pair as a single item and assigns credit when both are correct. The other is the individual-scoring method, which treats the two questions as two individual items and awards credit for each item independently. Both methods have benefits and weaknesses. For example, the pair-scoring schema suppresses false positives due to guessing as it is less likely for students to guess correctly on two questions. However, this method ignores the possible middle stages of student learning from simple facts to deeper scientific understanding and reasoning. On the other hand, using the individual scoring method awards students for their partially developed correct thinking or memorization during their transition from simple to complex understanding, but this method does not have a mechanism to suppress guessing.

It is therefore beneficial to study how the intermediate learning stages can be more accurately assessed with the TTMC designs while still keeping the effect of guessing suppressed. Towards this assessment goal, there is limited research in the current literature. This warrants new research on scoring methods that can fully utilize the information measured with TTMC items. In this study, a number of scoring methods on TTMC items have been examined using a Rasch model to explore possible scoring designs that may improve assessment using TTMC instruments. The data used in this research were collected using the Lawson classroom test of scientific reasoning (LCTSR), which is a popular TTMC instrument designed for assessing student scientific reasoning skills [32,33].

II. REVIEW OF TTMC ASSESSMENTS

TTMC designs have been widely used in science, technology, engineering and mathematics (STEM) assessment. Examples include misconception identification in science questionnaire [34], the test of image formation by optical reflection [35], student understanding of light and its properties [36], light propagation diagnostic instrument (LPDI) [27], thermodynamics diagnostic test [37], secondary students’ scientific reasoning in genetics [24], and the LCTSR [32].

Typically, a TTMC pair is designed to measure a content response in the first tier and the related reason or explanation in the second tier [14]. Therefore, two latent traits are often assumed [14,38]: one for knowing the result and one for explaining the reason. Recently, an empirical study conducted by Fulmer et al. [38] examined this assumption using two TTMC instruments, one on science concepts (light propagation diagnostic Instrument) and the other on scientific reasoning (LCTSR) [27,32]. In their study, items were classified by different tiers representing different latent traits or based on different content subtopics within the instrument, or according to both tier and content. Rasch model analysis for both TTMC instruments showed that the students and items could be distinguished by both content dimensions and the tier of the item, which verified the assumption.

A. Knowing and explaining

The two latent traits embedded in TTMC items can be generally mapped to student abilities regarding knowing the result and explaining the reason, which will be referred to as “knowing and explaining” hereafter. Researchers have always been interested in the progression of ability associated with the two questions in a TTMC pair. Typical research questions include whether students progress from knowing to explaining or from explaining to knowing, and how such progression may be affected by the items and the population. Since the outcome of any assessment is the result of interactions between students and the test items, it can be assumed that the possible direction of progression may have significant dependence on item designs and the population and may vary with these factors. Therefore, the actual patterns of progression for specific test items and population must be determined through empirical studies.

A number of studies using classical test theory (CTT) have provided evidence showing that explaining is more difficult than knowing, which means in certain circumstances students may know the correct answer before having the correct explanation [11,17,18,39–41]. For example, in a study which assessed high school students’ understanding of chemistry, significantly more students answered correctly on the first-tier questions (50.1%) than on the second-tier questions (30.0%) [42]. Similar results were found in studies using item response theory (IRT) models [12,38]. For instance, Liu et al. found that the second tier explanation items are significantly more difficult than the first tier items on knowing the results [12].

On the other hand, Fulmer et al. [38] showed inconsistencies of progression patterns for different types of TTMC tests. For the Light Propagation Diagnostic Instrument (LPDI) [27], tier-2 explanation questions were found to be more difficult than tier-1 content questions. For the LCTSR, the results did not show a consistent pattern by tier or by content sub-topic. Hence, Fulmer et al. [38] suggested that two-tier items may not follow any strict pattern in terms of difficulty. Although it has not been extensively discussed in the literature, the origins of inconsistency can come from several areas including the design of the items and the features of the population. In particular, the designs of specific TTMC instruments can
suggested that the two-tier items may be more difficult to answer correctly because they involve multiple steps and require deeper understanding of underlying concepts. Furthermore, the two-tier approach allows for a more nuanced assessment of student knowledge, as it captures not only whether the student provides the correct answer but also the quality of the explanation provided. This can help identify students who are capable of understanding the concept but may struggle with applying it correctly or explaining their reasoning.

The potential benefits of the two-tier assessment approach include:

1. **Enhanced Learning:** By requiring students to provide intermediate steps and explanations, the two-tier approach can promote deeper learning and understanding of the concepts being assessed.
2. **Differentiation:** Two-tier assessments can provide a more accurate and nuanced understanding of student competencies, allowing educators to better differentiate instruction.
3. **Holistic Evaluation:** The two-tier approach allows for a more comprehensive evaluation of student knowledge, combining factual knowledge with the ability to apply that knowledge and justify their responses.

However, the two-tier approach also presents some challenges and potential drawbacks:

1. **Increased Time:** Two-tier assessments may take more time to complete, which can impact the feasibility of using them in high-stakes settings.
2. **Complexity:** The complexity of two-tier assessments can be more daunting for students, especially those who are not used to this type of questioning.
3. **Analysis and Scoring:** Analyzing and scoring two-tier responses requires more sophisticated tools and methods, which may not be available in all educational settings.

Future research can explore how to further refine and optimize two-tier assessment approaches to balance the benefits and challenges. This could involve developing more effective scoring algorithms, enhancing the alignment between assessment instruments and instructional practices, and incorporating feedback from educators and students to improve the validity and reliability of the assessments.
evaluate the model fit of four IRT models [35] including (i) a dichotomous model using individual scoring, (ii) a dichotomous model using pair scoring, (iii) a partial credit model, which assigns 2 points for the pattern 11, 1 point for pattern 10, and 0 points for patterns 00 and 01, and (iv) a partial credit model, which assigns 2 points for the pattern 11, 1 point for pattern 01, and 0 points for patterns 00 and 10. Results of this study suggested that the second dichotomous model outperformed the other three models in model fit. However, this study also had limitations and should not be over generalized: only three two-tier item pairs were used in the measurement, which are too few to obtain adequate item variations. In addition, almost 95% of the students answered with consistent response patterns 00 or 11 such that the data has very limited coverage on the intermediate level patterns 10 and 01. Because of the limitation of the data used in this study, the capacity to evaluate scoring methods that target the inconsistent response patterns is also limited.

D. Research questions

The current literature on assessments that use TTMC covers a broad area of topics from the cognitive strand of knowing and explaining to the various scoring methods and analytic models. In general, assessment variables such as estimated student ability, item difficulty, and other item parameters are interactively related. Students’ response patterns on specific item pairs would generally vary with both the population and the item designs. It can be argued that the performance of scoring method should be dependent on test item and population, which to some extent has been implied in previous studies [40,44].

It is therefore important to determine the extent to which features of item and population may influence the performance of assessment models of TTMC items. In this study, Rasch-based TTMC scoring models were examined to explore their item and population dependency. Six Rasch models were compared using data sets of LCTSR taken from four different populations including U.S. high school students, U.S. college students, Chinese middle school students, and Chinese high school students. To comply with the local independence assumption, pairwise partial credit methods were used in the calculation. This study aims to answer three research questions:

1. Are the performances of Rasch-based TTMC scoring models dependent on population and or item design?
2. Can mixed scoring models that apply different TTMC scoring methods for different items improve model performance?
3. Based on the analysis of the different scoring models, is there evidence to support whether explaining reasoning is more advanced than knowing the result or vice versa for the LCTSR and is the result dependent on population and item design?

III. METHODOLOGY

A. Instrument and participants

Data for this study were collected in 2008 and used in a previous study that compared Chinese and U.S. students’ scientific reasoning skills [48] using the LCTSR (2000 version) [32,33]. The data set includes four population samples. S1 includes 1953 Chinese middle school students and S2 contains 3409 Chinese high school students. S3 and S4 are comprised of 782 U.S. high school students and 1717 U.S. college students, respectively. These four samples span a broad range of grades and backgrounds, which provide the needed diverse data set to study the possible influence of student population on the scoring models.

The LCTSR consists of 12 two-tier pairs (24 items) [33]. The first 10 pairs (items 1–20) are all typical two-tier design, in which the first tier asks for an outcome and the second tier asks for the reasoning. Item pairs 21–22 and 23–24 were not used in this study as these items were designed to assess hypothetical-deductive reasoning and did not follow the result-explanation structure of the first 10 pairs.

B. Response pattern analysis

To examine the dependency of response patterns on item and population, descriptive cross table analysis was used. The results of response patterns were listed in a cross table spanning with item pairs and populations to examine the possible relations. Cross table and Cochran-Mantel-Haensze chi-square (CMH $\chi^2$) tests [58] were used to determine statistical significance among item pairs, student populations and response patterns. Item pairs and response patterns were treated as two nominal variables in the two-way table. The four populations were treated as four repeats. Hence, the null hypothesis was that the relative proportions of response patterns are independent of the other variable, i.e., item pairs, within the repeats; in other words, there is no consistent difference in proportions in the two-way tables. The alternative hypothesis was that the proportions of response patterns are different for item pairs. For the purpose of verifying the hypothesis in this study, the CMH $\chi^2$ was performed in R following the process suggested by Mangiafico [59].

C. Scoring methods

Using the four response patterns of two-tier item pairs, a range of scoring methods can be developed. In this study, it is assumed that pattern 00 represents the lowest level and pattern 11 represents the highest. This generates a total of six scoring methods (see Table I), which are analyzed with the Rasch model. Existing research has shown that even with an individual-scoring method, which violates the assumption of local independence required by Rasch, the LCTSR agrees well with the unidimensionality assumption and can be analyzed with a Rasch model [49,60]. The
approach used in this study will comply more strictly with the assumption of local independence by treating each two-tier item pair as a single super item, which is scored with one of the six scoring methods summarized in Table I.

M1 is the pair-scoring method. M2 will produce the same score as the independent-scoring method, but it is a pairwise method that complies with the requirement of local independence.

M3 and M4 treat the four response patterns as four different levels. M3 assumes that knowing is harder than explaining and there is no guessing of correct answers. On the other hand, M4 follows the assumption that explaining is harder than knowing without considering guessing of the correct explanation.

M5 and M6 both assign three levels for the response patterns. The underlying assumptions are more complicated. M5 treats the pattern 01 as guessing and considers pattern 10 as a meaningful higher ability. The assumption for M5 is that explaining is harder than knowing and providing correct explanation with an incorrect answer implies guessing. Meanwhile, M6 is the opposite of M5 and assumes that knowing is harder than explaining and that providing a correct answer without correct explanation implies guessing.

One of the research questions of this paper is to investigate the relationship between knowing and explaining. This question could be answered by evaluating and comparing among the four models from M3 to M6. If any of the models was found to fit better across population and items, the assumption underlying the corresponding model could then be considered as the supported relation.

D. Rasch model analysis

1. General model

The Rasch model [61] was used in this study to evaluate and compare the performances of the six scoring methods. In Rasch measurement, the ability of the person and item difficulty are put on a common logit scale expressed in Rasch model equations. A dichotomous equation is given as follows:

$$P(X_{ni} = 1) = \frac{e^{B_n - D_i}}{1 + e^{B_n - D_i}}. \tag{1}$$

Here, $D_i$ is the difficulty of item $i$, $B_n$ is the ability of person $n$, and $X_{ni}$ is the score of person $n$ on item $i$. Then the probability for person $n$ to correctly answer item $i$, $P(X_{ni} = 1)$, is a function of the difference between person ability and item difficulty. If the difference is zero, the probability is 50%. As the difference increases in the positive direction, the person has a higher probability of answering the item correctly.

For polytomous items, the partial credit model (PCM) [53] was used. The PCM model shown in Eq. (2) gives the probability for person $n$ with ability $B_n$ to score $X_{ni} = k$ on item $i$. Here, $D_{ik}$ is an item difficulty parameter governing the probability of scoring $X_{ni} = k$ rather than $X_{ni} = k - 1$, and $m_i$ is the highest score of item $i$:

$$P(X_{ni} = k) = \frac{\exp\sum_{k=0}^{m_i}(B_n - D_{ik})}{\sum_{k=0}^{m_i}\exp\sum_{k=0}^{m_i}(B_n - D_{ik})}, \quad k = 0, 1, 2, \ldots, m_i. \tag{2}$$

Among the six scoring methods, M1 is a dichotomous model, while M2–M6 are polytomous models. Measures of person ability and item difficulty from Rasch modeling were used to compare the performances of the six scoring methods over different test items and populations. Based on the Rasch modeling results on person ability and item difficulty, one could determine whether different response patterns belonged to similar or different performance levels. For example, if analysis indicated significant differences between students’ average abilities of two response patterns, they would be mapped to two performance levels. Otherwise, the response patterns would be grouped into one performance level.

In addition, the models may behave differently over changing populations and items. To evaluate and compare the changing performances of the different models, the six Rasch models were applied on data sets from all four populations using the TAM R-package [62]. In the analysis, the reliability coefficient and item-level fitting indices were used as evidence to compare the models’ goodness of fit across different populations and items. An additional commercial software, Winsteps [63], was used to calculate item reliability, since the TAM package could only produce person reliability.

2. Reliability

In Rasch modeling, the reliability of discriminating students based on their abilities is evaluated with the “separation reliability” coefficient, which shows how consistently the estimated students’ abilities match the observed data. This is referred to as person reliability. The coefficient can then be interpreted similarly to Cronbach’s alpha in...
classical statistics. The separation reliability can also be calculated with item difficulty to evaluate how consistently the model can differentiate the items based on their difficulty, which is referred to as item reliability.

Coefficients of person reliability were used in this study as the evidence for determining the most reliable model(s) under different conditions. The range of a reliability coefficient is from 0 to 1. It is common practice to accept a reliability coefficient of 0.65 or greater as the criteria for reliably differentiating person ability [64]. Accordingly, 0.65 was set as the acceptable criteria and a higher reliability coefficient was considered better. In this study, coefficients of item reliability of the different models were all very close to 1 due to the large sample size, and therefore were not used in the analysis.

3. Goodness of model fit

Mean-square (MNSQ) infit and outfit indices were used to evaluate the goodness of model fit for different items, while the standardized fit statistics (ZSTD) indices were not adopted in this study because of the large sample size [65]. The MNSQ fit indices were calculated based on the differences between observed and expected responses. Infit MNSQ refers to inlier-sensitive or information-weighted fit, which is more sensitive to responses to items with difficulty targeted on the person, and vice versa. Meanwhile, outfit MNSQ refers to outlier-sensitive fit. This is more sensitive to responses to items with difficulty far from a person, and vice versa.

A fundamental assumption of using the Rasch model is that if an item is an effective measure of students’ abilities, then the probability of a student answering the item correctly should increase monotonically with the student’s ability. MNSQ fit statistics allow the evaluation of the conformity of data to this assumption. For a well-fitted model, MNSQ fit indices have an expected value of 1.0, and values between 0.7 and 1.3 suggest a good fit between model and items [61]. Both infit and outfit indices were used to compare the models’ fitting performances at both the instrument and item level. The closer the mean-square fit indices approach the expected value of 1.0, the better the model fits.

Furthermore, the average goodness of model fits of multiple items was evaluated based on the root mean square error (RMSE) of infit and outfit measures of all items in an instrument. RMSE is commonly employed in model evaluation studies [66]. RMSE gives the root-mean-square value of the differences between an observed fit index and the expected best fit value of 1.0. The actual calculation is shown as follows:

\[
RMSE = \sqrt{\frac{1}{m} \sum_{j=1}^{m} (y_j - 1.0)^2},
\]

Here, \(y_j\) is the observed fit index of the \(j\)th item pair and \(m\) is the total number of item pairs. A lower value of RMSE indicates an average better fit of the model. Note that the RMSE can be interpreted as the standard deviation of the fit indices.

4. Developing mixed scoring models

For the four response patterns, the average student abilities were calculated and compared. When the average abilities of different response patterns were significantly different from one another, the patterns were distinguished as representing different ability levels. Otherwise, patterns with similar abilities were grouped into a single ability level. The statistical significance was evaluated with a two-way ANOVA to examine how student ability varied across patterns and item pairs.

To further examine whether or not it is valid to assign different performance levels to students’ response patterns, item response curves (IRCs) were also used to evaluate if the distributions of such curves warrant different performance characteristics. IRCs are similar to the category probability curves (CPCs) from the IRT framework [67,68]. CPCs are visual representations of the probabilistic relationship between category response and student ability on the logit scale based on the item or category response function. Similarly, IRCs also describe the probability distribution of students’ answering with a particular response pattern as a function of students’ ability. The difference is that the probabilities of IRCs are directly calculated from students’ response data rather than predicted probabilities from model fitting.

The main reason for using IRCs instead of CPCs is that CPCs of specific response patterns have to be obtained using the patterns in the scoring models, which are different from one another and may not include all of the patterns. If a pattern is not used as a unique level for scoring (i.e., it is grouped with other patterns), the CPC of this pattern cannot be directly obtained through the modeling output. Using IRCs avoids this issue and IRCs of all patterns can be obtained using students’ abilities estimated with any model.

In addition, since different models use different scoring methods, their estimated students’ abilities do not have a common scoring base, and therefore cannot be directly compared. To address this issue, all students’ abilities were estimated using M1 so that these could be directly compared and IRCs were used to show the probability distributions of the four response patterns for all item pairs and populations.

Distributions of IRCs can provide detailed information on how the corresponding response patterns discriminate students of different abilities. Ideally, students of lower ability are more likely to answer with the lower-level patterns and students of higher ability are more likely to answer with the higher-level patterns. When the probability
distribution curves show different peaks and distribution shapes, it is appropriate to classify the corresponding response patterns into multiple levels. On the other hand, when the probability curves overlap each other, the response patterns represented by these curves should be grouped into one ability level.

### IV. RESULTS

#### A. Dependency of response patterns on item design and population

Descriptive statistics of students’ response patterns are given in Table II, which summarizes the mean percentages of the four response patterns for different items and with different populations. The consistent patterns 00 and 11 typically have straightforward relations with the item difficulties and student ability. The mixed patterns 10 and 01, however, may have varied levels of implied abilities that also vary with item and population.

The results in Table II suggest that both the consistent and mixed patterns vary substantially over population and item. For example, comparing item pairs 7-8 and 15-16 for the S2 population shows that they both have similar 11 patterns (45.47% vs 47.08%) which indicates a similar difficulty level for this population. However, their mixed patterns are significantly different, where pair 7-8 has a distinctively larger 10 pattern (24.70%) than that of the pair 15-16 (6.72%). When comparing with S4, the consistent and mixed patterns change substantially from that of S2. For S4, pair 15-16 has a much larger 11 pattern (81.07%) than pair 7-8 does (42.98%) suggesting that pair 15-16 is much easier for this population. Meanwhile, for the mixed patterns, pair 7-8 has a larger 01 pattern (27.26%) than the 10 pattern for S4, showing that more students perform
correctly on explaining than on knowing. This is opposite to the common assumption on the progression from knowing to explaining and may indicate possible issues in item design.

To evaluate the statistical significance of the variations of response patterns with respect to changes in item and population, the Cochran-Mantel-Haenszel chi-square (CMH \( \chi^2 \)) test was applied on the data in Table II. The analysis shows that the variations are statistically significant (\( \chi^2_{CMH} = 557.57, df = 27, p < 0.001 \)), indicating that students’ response patterns are dependent on both item and population.

In addition to descriptive statistics, Rasch analysis parameters using M1 were also given in Table II, which included Rasch difficulty in logit, Rasch difficulty standard error, and point biserial correlation. Infit and outfit MNSQ statistics were not displayed here as these will be used to evaluate the goodness of model fit in later sections. As shown in Table II, the item difficulties are well distributed for all populations. The Rasch difficulty standard error, which gives the uncertainty of an estimated difficulty, is in the range of 0.06–0.13 showing good reliability. The point biserial correlation is a measure of consistency between a single item and the whole test. The results show that all items in the LCTSR satisfy the criterion of the point biserial coefficient (Pt-bis \( \geq 0.2 \)) as suggested by Kline [69].

In Rasch modeling, the evaluation of instrument quality is often analyzed with Wright maps, which compare the distributions of item difficulty and person ability. A Wright map provides information on how well persons and items are distributed along the ability-difficulty logit scale. Wright maps of LCTSR for all four populations modeled with M1 are given in the Supplemental Material [70]. The results show that the LCTSR items distribute well along a good range of person ability scale.

### B. Model evaluation and optimization

#### 1. Reliability

The reliability of the different model fits was evaluated using person reliability coefficients, which are summarized in Table III for all models and populations. For the discussion in this section, results of M1 to M6 are used. Also shown in the table is the MSM model (mixed scoring model), which is a new model that uses mixed scoring methods. This model will be introduced later and its results should be ignored until then.

According to DeVellis [64], a reliability of 0.65–0.70 is “minimally acceptable” and a reliability between 0.70 and 0.85 is “respectable” for instruments to be used for research purposes. The results in Table III suggest that none of the six models are overwhelmingly superior to other models and their fitting reliabilities vary substantially with the population. That is, there is no one model that has the most reliable fit for all populations. Meanwhile, certain populations may fit several models more reliably than other populations.

Overall, S3 seems to give the most reliable fit for all models while S2 shows the lowest reliability. Each population also has its own best-fitting models regarding item and personal reliability, which vary from population to population. For example, M5 is the best fit for S2. This suggests that it would be more reliable to score this population by classifying the four response patterns into three categories as defined in Table I for M5 (00-01, 10, 11).

Apparently, the reliability of model fit is dependent on population. In addition, as indicated in Table III, the different scoring models perform differently within a single population. This implies that model fitting performance also depends on the items of an instrument. It is therefore important to fully examine how such dependence manifests through varying populations and item designs. Since S2 shows the weakest fit according to item and person reliabilities in Table III, in the analysis that follows, S2 will be used to investigate item-level model fitting performances.

#### 2. Goodness of model fit

Using data from S2, infit and outfit MNSQ indices of the six models were calculated for each item pair and listed in Table IV. The majority of items on the LCTSR fit well with the Rasch model, which have infit and outfit MNSQ indices close to 1.0 and fall within the “good fit” criteria range of 0.7–1.3. Among all of the items, item pairs 1-2 and 3-4

<table>
<thead>
<tr>
<th></th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
<th>M6</th>
<th>MSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1 Person reliability</td>
<td>0.674*</td>
<td>0.653*</td>
<td>0.654*</td>
<td>0.643</td>
<td>0.673*</td>
<td>0.641</td>
<td>0.687</td>
</tr>
<tr>
<td>S2 Person reliability</td>
<td>0.6577*</td>
<td>0.658*</td>
<td>0.642</td>
<td>0.642</td>
<td>0.673*</td>
<td>0.628</td>
<td>0.680</td>
</tr>
<tr>
<td>S3 Person reliability</td>
<td>0.774**</td>
<td>0.763**</td>
<td>0.759**</td>
<td>0.751**</td>
<td>0.769**</td>
<td>0.760**</td>
<td>0.777</td>
</tr>
<tr>
<td>S4 Person reliability</td>
<td>0.722**</td>
<td>0.720**</td>
<td>0.720**</td>
<td>0.709**</td>
<td>0.724**</td>
<td>0.727**</td>
<td>0.740</td>
</tr>
</tbody>
</table>
C. Developing and testing mixed scoring models

1. Students’ abilities represented by different response patterns

The motivation to study the different response patterns is that such patterns may provide measures of student ability at finer grain sizes. As shown by the results discussed earlier, the different scoring models, which are built on the response patterns, are dependent on both the populations and items. As a result, it is unlikely to have a universally superior model that would fit best for all populations and items. On the other hand, for a specific population it is possible to develop a mixed model, which uses not one but a combination of the different scoring patterns that each fits best for a subset of the items. To design such mixed models, it is important to examine in detail how the different response patterns discriminate students on their ability scales. In the following analysis, a number of methods will be used to inspect the discrimination features of the four response patterns on different items and with different populations.

First, the average students’ abilities for each response pattern across different populations was compared as shown in Fig. 1. For this analysis, the student ability was calculated with all four populations merged into a super sample so that the ability values were on the same scale and suitable for direct comparisons. In addition, M1 was used as the model to calculate the ability. The reason to use M1 among others is that M1 represents the simplest two-level model in which response patterns 00, 01, and 10 are all grouped into one category with zero points. This provides a baseline configuration without introducing any artificial assumptions of how the mixed patterns 10 and 01 may have differed from 00 and one another.

The results in Fig. 1 show that the ability measures of the different response patterns vary significantly with population. For S1 and S2, although their abilities are quite different, the response patterns behave similarly. Patterns 00 and 01 are nearly identical on the ability scale ($p = 0.783$ and 0.585, respectively) and 10 is slightly
but statistically higher \( (p < 0.001) \). Here, the \( p \) values are corrected following the Bonferroni correction procedure for multiple comparisons among response patterns [71]. For these two populations, the three-level scoring model M5 (00-01, 10, 11) is most appropriate. For S3, the two mixed patterns (10 and 01) are indistinguishable \( (p = 0.162) \) but are both statistically different from patterns 00 and 11 \( (p < 0.001) \). As a result, a different three level model M2 (00, 10-01, 11) is suggested. For S4, which has the highest student ability, all four patterns are statistically different from each other \( (p < 0.001) \) and therefore the four-level model M3 (00, 01, 10, 11) is most suitable.

In addition, among all four populations, a consistent trend can be observed, which shows that the average student ability of pattern 10 is always higher than that of pattern 01. It suggests that for the LCTSR, students who are able to pick the correct answer without correct explanation have higher abilities than students who fail to pick the correct answer but selected the correct explanation. This is consistent with the assumption on the progression of student ability from knowing to explaining [16,17,38–41]. Meanwhile, for those students who pick the correct explanation without knowing the correct answer, it is likely that these students were using guessing strategies or relying on a primitive sense of related information [50]. As a result, these students would have lower abilities in general.

Second, the average ability measures of the four response patterns over different items were calculated and plotted in Figs. 2(a)–2(d) for the four populations. Here the student ability was calculated using M1 with each individual population to allow for consistent comparisons across different items. In the diagrams, the error bars were not plotted to allow clearer presentation of the details. The standard error is typically less than 0.05, which makes any differences larger than 0.10 statistically significant at a 5% confidence level.

Results in Fig. 2 clearly show that the student abilities of the four response patterns vary significantly across different items and populations. The two-way ANOVA analysis indicates significant interactions between response patterns and items for all four populations, \( F_{s1}(27,19,490) = 10.894, \ p < 0.001, \ \eta^2 = 0.015, \ F_{s2}(27,34,050) = 23.495, \ p < 0.001, \ \eta^2 = 0.019, \ F_{s3}(27,7780) = 4.627, \ p < 0.001, \ \eta^2 = 0.016, \ F_{s4}(27,17,130) = 10.894, \ p < 0.001, \ \eta^2 = 0.019. \) In addition, the results suggest significant main effects for both response patterns \( [F_{s1}(3,19,490) = 1751.095, \ p < 0.001, \ \eta^2 = 0.212, \ F_{s2}(3,34,050) = 3548.108, \ p < 0.001, \ \eta^2 = 0.238, \ F_{s3}(3,7780) = 1049.002, \ p < 0.001, \ \eta^2 = 0.288, \ F_{s4}(3,17,130) = 1852.823, \ p < 0.001, \ \eta^2 = 0.245] \) and items \( [F_{s1}(9,19,490) = 44.498, \ p < 0.001, \ \eta^2 = 0.020, \ F_{s2}(9,34,050) = 119.387, \ p < 0.001, \ \eta^2 = 0.031, \ F_{s3}(9,7780) = 45.961, \ p < 0.001, \ \eta^2 = 0.050, \ F_{s4}(9,17,130) = 68.1, \ p < 0.001, \ \eta^2 = 0.035]. \)

![FIG. 2. Item-level average abilities of students answering with different response patterns. The students’ abilities are estimated using M1 within each population.](image-url)
When inspecting the results in Fig. 2 at the item-pair level interesting details can be revealed regarding how individual item pairs may be scored with different models and how the performances vary with items and populations. For example, for item pair 1-2, the results suggest using M1 for S1 and M6 for S2, S3, and S4. On the other hand, for item pair 9-10, the results suggest M5 for S1 and S2, and M1 for S3 and S4. To accurately determine the statistical significance of the differences between the different response patterns at the item pair level, the mean abilities and their standard errors of all item pairs are listed in Table V for population S2 along with the suggested models and the maximum p values between distinctive response patterns within each model. The average abilities of the four response patterns over all item pairs are also given, which suggest M5 as the best model (see Table V and Fig. 1). M5 is a three-level model treating pattern 01 as guessing and pattern 10 as a meaningful level with higher ability than patterns 00 and 01. This result further indicates that on average explaining is harder than knowing for the LCTSR with S2.

The results and analysis show an operational approach in designing a mixed scoring model that may perform better than any of the single-method models. The item-pair level statistics provide the basis for the initial construction of such a mixed model, which can be further validated and refined through additional analysis of item response characteristics and model fitting evaluations.

2. Item response curves analysis

To further inspect the validities of the different scoring models suggested in Table V, item response curves (IRCs) are analyzed to examine how students with different abilities may answer using the different response patterns. The shape of the IRC distribution can be used as additional evidence to determine if the choice of a model can help distinguish different types of students. For example, if two response patterns have a similar distribution shape (e.g., one distribution is on top of the other with similar shapes that only differ in vertical scale), they would represent the same type of person ability characteristics and should be grouped into one scoring level. On the other hand, if two response patterns have different distribution shapes such as with obviously different peak locations or having crossing overs, they would represent different person ability characteristics and should be set as different scoring levels. Figure 3 shows the IRCs of the response patterns for all ten item pairs for S2. Again, the students’ abilities were calculated using M1 to allow consistent comparisons over the different item pairs.

From Table V, item pairs 1-2, 3-4, 5-6, 15-16, 17-18, and 19-20 are recommended to be modeled with M1. In Fig. 3, the IRCs of these item pairs show interesting similarities: the IRCs of the mix patterns (01 and 10) have very similar shapes and are also similar to the IRC of pattern 00. Although the magnitude of the IRC of pattern 00 is much larger, the overall distribution shapes are quite similar. This result supports the choice of M1, which groups the three response patterns (00, 01, and 10) into one scoring level of zero points.

For item pairs 7-8, 9-10, 11-12, and 13-14, Table V suggests different multilevel scoring models. Results in Fig. 3 also show supportive evidence for these choices: one or both of the IRCs of the two mixed patterns have very different distribution shapes from the IRCs of patterns 00 and 11. Therefore, these item pairs are justified to use multilevel scoring models. To summarize, the analysis of the IRCs in Fig. 3 provides further evidence that supports the use of the different models recommended in Table V for all item pairs except for item-pair 1-2, which is changed to M1 based on its IRC distributions.

Based on the analysis and discussions, an optimized mixed scoring model (MSM) can be developed through three general steps: (i) the average students’ abilities of different response patterns need to be compared, which provide the basic incentive to explore whether or not the different response patterns discriminate students’ abilities.

<table>
<thead>
<tr>
<th>Item pair</th>
<th>Pattern 00 Mean</th>
<th>Pattern 00 SE</th>
<th>Pattern 01 Mean</th>
<th>Pattern 01 SE</th>
<th>Pattern 10 Mean</th>
<th>Pattern 10 SE</th>
<th>Pattern 11 Mean</th>
<th>Pattern 11 SE</th>
<th>Model (scoring)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>-1.848</td>
<td>0.104</td>
<td>-1.335</td>
<td>0.208</td>
<td>-1.918</td>
<td>0.143</td>
<td>0.199</td>
<td>0.021</td>
<td>M1 (0001)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>3-4</td>
<td>-1.623</td>
<td>0.069</td>
<td>-1.397</td>
<td>0.153</td>
<td>-1.699</td>
<td>0.134</td>
<td>0.304</td>
<td>0.020</td>
<td>M1 (0001)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>5-6</td>
<td>-1.277</td>
<td>0.050</td>
<td>-0.965</td>
<td>0.086</td>
<td>-1.093</td>
<td>0.085</td>
<td>0.500</td>
<td>0.021</td>
<td>M1 (0001)</td>
<td>0.002</td>
</tr>
<tr>
<td>7-8</td>
<td>-1.114</td>
<td>0.048</td>
<td>-0.859</td>
<td>0.071</td>
<td>-0.882</td>
<td>0.039</td>
<td>0.665</td>
<td>0.026</td>
<td>M3 (0123)</td>
<td>0.003</td>
</tr>
<tr>
<td>9-10</td>
<td>-1.198</td>
<td>0.057</td>
<td>-1.059</td>
<td>0.101</td>
<td>-0.505</td>
<td>0.048</td>
<td>0.513</td>
<td>0.023</td>
<td>M5 (0012)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>11-12</td>
<td>-0.397</td>
<td>0.028</td>
<td>-0.581</td>
<td>0.093</td>
<td>0.248</td>
<td>0.043</td>
<td>1.075</td>
<td>0.053</td>
<td>M5 (0012)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>13-14</td>
<td>-0.644</td>
<td>0.042</td>
<td>-0.360</td>
<td>0.053</td>
<td>-0.250</td>
<td>0.043</td>
<td>0.776</td>
<td>0.033</td>
<td>M2 (0112)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>15-16</td>
<td>-0.697</td>
<td>0.033</td>
<td>-0.683</td>
<td>0.064</td>
<td>-0.789</td>
<td>0.091</td>
<td>0.739</td>
<td>0.026</td>
<td>M1 (0001)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>17-18</td>
<td>-0.591</td>
<td>0.029</td>
<td>-0.627</td>
<td>0.102</td>
<td>-0.711</td>
<td>0.091</td>
<td>0.825</td>
<td>0.028</td>
<td>M1 (0001)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>19-20</td>
<td>-0.495</td>
<td>0.034</td>
<td>-0.659</td>
<td>0.097</td>
<td>-0.815</td>
<td>0.066</td>
<td>0.696</td>
<td>0.028</td>
<td>M1 (0001)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Total mean</td>
<td>-0.749</td>
<td>0.013</td>
<td>-0.732</td>
<td>0.028</td>
<td>-0.388</td>
<td>0.020</td>
<td>0.532</td>
<td>0.008</td>
<td>M5 (0012)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>
FIG. 3. Item response curves (IRCs) of S2. Student ability was estimated based on M1.
FIG. 4. Item response curves (IRCs) of S2 obtained with the new mixed Rasch model.
(ii) the average abilities of all response patterns over different items are then calculated and plotted for each population. This provides detailed information on whether item-level scoring optimization is needed for a specific population. When needed, statistical analysis must be applied to determine the significance of the discrimination on students’ abilities by the different response patterns. The results are then used to suggest the most appropriate models for individual item pairs; (iii) IRCs of all item pairs are analyzed to provide further evidence on the validities of selecting the different scoring models suggested in the second step. If needed, adjustment may be made to produce the final structure of the optimal model.

3. Evaluation of the mixed scoring models

Based on the statistical evaluations and IRC analysis, an optimal mixed scoring model (MSM) was obtained, which agrees with Table V. In this section, the MSM will be applied to S2 using the partial credit model [53]. The results will be compared with the other six scoring models to evaluate the fitting performance of MSM.

The person reliability coefficient of the MSM is 0.680, which is the highest among all models for S2 (see Table III). This result indicates that using the new model can improve the fitting reliability. A possible explanation for the increase in reliability is that when each item pair is scored with its optimal model, students’ abilities can be estimated more precisely and produce a more accurate overall logit scale for the population. This will increase the agreement in sample-item alignment and thus improve the reliability.

Regarding the item-level MNSQ infit and outfit indices, the new model also has the best overall fit as indicated by the RMSE measures given in Table IV. At the individual item level, the fitting performance varies. This is expected as changing scoring models will completely redefine the scale of the estimated students’ abilities, which will impact the fitting of individual item pairs. The effects can be observed through the changes of IRCs of the same item pairs shown in Figs. 3 and 4. The main focus here is the overall fitting performance, on which the new model has consistently demonstrated its improvement in both reliability and average item-level infit and outfit indices.

Comparing the IRCs in Fig. 4 with those in Fig. 3, one can obtain further evidence of improvement by using the new model. In the new model, item pairs 1-2, 3-4, 5-6, 15-16, 17-18, and 19-20 are scored dichotomously (with M1) and item pairs 7-8, 9-10, 11-12, and 13-14 are scored polytomously (with one of M2, M3, and M5). For the dichotomous group of item pairs, IRCs of the low popularity mixed patterns shown in Fig. 3 are now grouped with the 00 pattern. As a result, two clear-cut IRCs are given as shown in Fig. 4. For the polytomous group of item pairs, the mixed patterns also stand out more clearly than the ones in Fig. 3.

Synthesizing the analysis and comparisons, the results of the new model indicate the initial success of developing a mixed scoring model. Using the same process, mixed scoring models (MSMs) for the other three populations were also developed and tested (see Supplemental Material for details). The results show that using the new MSMs generally improve model fitting reliability, which was observed in all three populations (see Table III).

The item-level infit and outfit indices were also calculated (see the Supplemental Material [70]). The average RMSE measures show that the new MSMs provide the best fit on S4 but perform mediocrely on S1 and S3. However, it is encouraging to see that some MNSQ indices that were originally outside of the range of 0.7–1.3 have moved into or closer to the range with the MSMs (e.g., item pairs 15-16 and 17-18 for S3 and item pairs 5-6 and 17-18 for S4).

The overall evaluation of the new MSM approach is encouraging. The MSMs improve reliability for nearly all populations and produce the best fits for some of the populations. The results suggest that even with the new mixed scoring models that fit best for individual item pairs, the overall fitting performance still varies with the population, which further confirms the hypothesis that no single model will fit best for all populations. On the other hand, the new MSMs can be a viable method to search for the “better” model for a range of populations. It is also suggested that for a given population, one may need to go through the evaluation process outlined in this study in order to identify the optimal model. In addition, it is also possible to develop adaptive MSMs that are constructed based on a regression process through model fitting evaluations, which modifies the item-level scoring methods to find the best model. However, the outcome of such a model may not provide a clear assessment meaning on the basis of model construction as it is largely based on mathematical manipulations rather than outcomes from cognitive and empirical studies.

V. SUMMARY AND DISCUSSION

Instruments composed of TTMC items are widely used in science education as an effective method to assess students’ sophisticated understanding. In practice, however, researchers have yet to achieve a consensus on TTMC scoring methods. The two traditional scoring methods have both undergone scrutiny regarding their validities and potential weaknesses. The first approach, which gives one point when both tiers are correct, cannot completely capture the intermediate levels of students’ progression of understanding. The second approach, which gives one point for each tier independently, ignores the possible relationship between knowing and explaining and has a tendency to produce a “false positive” by giving credit to students who may be guessing. A possible reason for the inconsistency and argument of the validity and performance of the different scoring methods is that these scoring
methods may be population and item dependent. Therefore, if a study only uses a narrowly selected population, its results can be very different from a study of a different population.

Besides these two common scoring methods, a total of six scoring models can be obtained from the four response patterns of a two-tier item pair, assuming that pattern 00 is the lowest level and pattern 11 is the highest. This study evaluated the six models and has demonstrated that the effectiveness of the different scoring models indeed varies with student population and item design. In general, there is no single scoring model that would produce the best fit for all populations and or test items. As a result, researchers need to evaluate all of the related models in order to identify the most appropriate ones for their specific populations. This outcome provides a direct answer to the first research question posed in this paper.

To answer the second research question, this study proposed and tested a method for creating mixed scoring models that use different scoring rules for different TTMC item pairs in a single test. The mixed scoring models were developed through three general steps: (i) the average students’ abilities of different response patterns were compared to determine the validity of using response patterns to discriminate students’ abilities; (ii) the average abilities of all response patterns over different items were analyzed to suggest the most appropriate models for individual item pairs; and (iii) IRCs of all item pairs were analyzed to further validate the suggested model and to make adjustments, if needed. The evaluation results suggest that the new mixed models may provide better performance than the single-method scoring models for certain populations.

Regarding the third research question, the results in Fig. 1 clearly show that on average for the 10 item pairs of the LCTSR, knowing the correct answer for tier 1 without correct explanation (pattern 10) represents a higher level of student ability than having correct explanation without correct answer (pattern 01). This confirms that the response pattern 01 should in general be considered as the result of guessing. This is consistent with previous studies which suggested that explaining is harder than knowing and the actual measurement results are dependent on population and item design, which may further suggest different pathways of development in reasoning ability at different ages and or item design issues that have not been fully validated and determined.

The main goal of this study is to explore the item-population dependency of the different modeling approaches for TTMC instruments and LCTSR is used as an example for this exploration. This establishes the utility of this study for conducting model evaluation in assessment analysis and instrument development. The practical implications of this work include several areas. For the assessment of a single population with an existing instrument, one can evaluate and find the best single-pattern model or create a mixed scoring model to obtain more in-depth and finer grain-sized measures of ability progressions. For comparing multiple populations, one may evaluate all the related models, including mixed scoring models, to find one that has the overall better fit for all populations and use it consistently to generate comparable results.

The actual choice of one model over another depends on both the models’ fitting performances and the goals of the research. As discussed in detail in the Supplemental Material [70], with the data of this study, M1 appears to have the best fitting performance. This is intrinsic to the nature of M1 since it involves smallest number of dimensions which will reduce uncertainty and misfit. If one aims to have the most reliable fit with less detail, then M1 would be the best model but it will underestimate the student ability. If one needs to discriminate between “knowing only” and “knowing and explaining,” then M5 is the better model at the cost of slightly larger uncertainty as it increased its assessment dimensions. Therefore, with a specific test, a perfect model, which provides the best fitting and discrimination, may not exist and there always needs to be some trade-off in deciding on the model.

In general, if the goal of the research is to obtain the most reliable comparison of students’ ability, then the choice of model should be mostly based on model performance. In this study, M1 would be chosen for this purpose. However, if the goal of the research is to distinguish finer levels between knowing and explaining, M5 would be a good candidate. Meanwhile, MSM provides an adaptive approach to balance between reliability and discrimination, and therefore is also a reasonable choice.

For developing and validating an instrument, using the methods developed in this study, researchers can pilot test and evaluate the instrument to explore the population and item dependency of the possible scoring models. If the goal is to use a fixed scoring model for a range of populations, researchers can use the model evaluation method to modify and reevaluate the items until the desired scoring model
demonstrates satisfactory performance for the targeted populations. Based on the insight in the progression from knowing to explaining gained from this study, it can also be suggested that if a single-pattern scoring method is favored, M5, which is consistent with the claim that explaining is harder than knowing, should be considered as a better target model for developing a TTMC instrument. In such a development, researchers should refine the instrument so that M5 can produce the best fit among other scoring models as well as a meaningful discrimination.
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