Total projectile electron loss cross sections of U\textsuperscript{28+} ions in collisions with gaseous targets ranging from hydrogen to krypton
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Beam lifetimes of stored U\textsuperscript{28+} ions with kinetic energies of 30 and 50 MeV/u, respectively, were measured in the experimental storage ring of the GSI accelerator facility. By using the internal gas target station of the experimental storage ring, it was possible to obtain total projectile electron loss cross sections for collisions with several gaseous targets ranging from hydrogen to krypton from the beam lifetime data. The resulting experimental cross sections are compared to predictions by two theoretical approaches, namely the CTMC method and a combination of the DEPOSIT code and the RICODE program.
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I. INTRODUCTION

Charge-changing processes, i.e., loss or capture of electrons, occurring in ion-atom and ion-ion collisions belong to the most basic interactions in all types of plasmas and also in accelerator facilities. Besides basic research, the investigation of these processes is also motivated by their paramount importance for many applications, such as ion stripping and beam transport in accelerators and storage rings [1–3] as well as ion-driven fusion devices [4–6]. Essential here is that interactions between projectile ions and constituents of the residual gas can lead to a change of the projectile charge state. In the presence of dispersive ion optical elements the trajectories of these up- or down-charged ions are not matching the one of the reference charge state, resulting in a successive defocusing or even loss of the ion beam. Moreover, projectiles impinging on the walls of the beam lines give rise to several unwanted effects, such as increased radiation levels, damaging of sensitive instruments, and significant degrading of the vacuum conditions due to ion-impact induced desorption. For fast heavy ions the latter can lead to the release of up to 10\textsuperscript{5} particles per incident ion, see [7,8] and references therein. At high beam intensities and repetition rates, this so-called dynamic-vacuum effect can even end up in an avalanche process resulting in an almost instantaneous loss of the complete beam. Therefore, exact knowledge of the charge-changing cross sections is of crucial importance for the planning of ion-beam experiments in existing accelerators and storage rings as well as for the design of new facilities or upgrade programs.

This is particularly evident for the new facility for antiproton and ion research (FAIR), currently under construction near the center for heavy ion research GSI, where future ion-beam experiments will require unprecedented luminosities [9]. In order to reach the necessary beam intensities, while minimizing the limitations induced by space charge, and avoiding losses in stripper targets, the use of low to medium-charged, many-electron ions, namely U\textsuperscript{28+}, is planned. The existing heavy-ion synchroton SIS18 of the GSI facility will serve as an injector for the new SIS100, which will be the main workhorse of the new facility providing U\textsuperscript{28+} beams with 5 \times 10\textsuperscript{11} ions and energies up to 2.7 GeV/u [10]. To meet this specifications, the SIS18 will have to deliver more than 1 \times 10\textsuperscript{11} U\textsuperscript{28+} ions with an energy of 200 MeV/u and a repetition rate of 2.7 Hz. However, in 2007 dynamical vacuum effects as described above limited the maximum number of extracted particles for this ion species to 6.5 \times 10\textsuperscript{9} [11]. Since then, major efforts were undertaken in order to reduce the vacuum base pressure and to minimize ion-induced desorption throughout the SIS18 beam line, leading recently to a new extraction record of 3.2 \times 10\textsuperscript{10} accelerated U\textsuperscript{28+} ions [12,13].

In the energy region from roughly 10 MeV/u up to a few GeV/u the number of bound electrons of low-charged, many-electron ions, such as U\textsuperscript{28+}, is far above that of the
corresponding equilibrium charge state [14,15]. As a consequence, projectile ionization, sometimes also referred to as stripping or electron loss (EL), is the dominant beam loss process. While the theoretical description of ionization of few-electron ions, such as H-like and He-like systems, leads to reliable results within an uncertainty of 20% to 30% for a large range of collision energies and atomic numbers \(Z\) [16–18], calculations involving many-electron projectiles are still a challenging task [2,19]. To benchmark the theoretical approaches and semiempirical scaling laws developed for such systems, experimental data covering a wide range of collision energies as well as ion species and target systems are needed. Previous experimental studies of the EL cross sections of low-charged, heavy ions were mainly restricted to energies below 10 MeV/u [20–30], whereas for ion-driven fusion scenarios beam energies ranging from about 15 MeV/u up to roughly 500 MeV/u [31] are most relevant and in case of the FAIR facility the energy region of interest even extends up to the relativistic GeV/u regime.

Recently, we presented a first EL cross section measurement for a low-charged ion, namely \(^{28}\text{U}^{+}\), covering beam energies up to 50 MeV/u that was performed at the experimental storage ring (ESR) of the GSI Helmholtz Center for Heavy Ion Research [32]. In the present work, we report on a follow-up experiment using again \(^{28}\text{U}^{+}\) projectiles which was performed under improved experimental conditions and with target gases covering a broader range of the atomic number \(Z\). The experimental data are compared to predictions based on a combination of a classical deposition model (DEPOSIT code) [33,34] and the relativistic ionization code (RICODE) developed by Shevelko et al. [35] and, where available, to \(n\)-body classical trajectory Monte Carlo (CTMC) calculations by Olson [29].

II. MEASUREMENT TECHNIQUE AND DATA ANALYSIS

At GSI, \(^{28}\text{U}^{+}\) ions were pre-accelerated in the Universal Linear Accelerator (UNILAC) and subsequently injected into the heavy ion synchrotron SIS18 where the projectiles were further accelerated to beam energies of 30 and 50 MeV/u, respectively. To perform cross section measurements, the ions were then injected into the ESR storage ring where they were stored with typical beam intensities of a few times \(10^7\) particles (equals to beam currents in the order of 0.1 mA). Note that while the SIS18 has a magnetic rigidity of 18 Tm allowing acceleration and storage of \(^{28}\text{U}^{+}\) beams with energies up to approximately 200 MeV/u, the limitation to 10 Tm in the ESR leads to a maximum energy of approximately 60 MeV/u for this ion species. After injection into the ESR a high beam quality was achieved using the electron cooler, resulting in a strongly reduced emittance and a typical beam diameter in the order of 2 mm as well as a momentum spread in the order of \(\Delta p/p = 10^{-5}\) [36]. After a cooling time of a few seconds when stable beam conditions were reached, the shutter of the internal gas target was opened and a gas jet having a diameter in the order of \(\Delta x = 5\) mm and being perpendicular to the ion beam axis was formed inside the interaction chamber of the ESR. Up- or down-charged ions produced in interactions with the target gas were subsequently lost due to collisions with the beam line walls or dedicated scrapers after passing the bending magnets. Moreover, the target density was chosen in such a way that charge-changing reactions between the gas jet and the ion beam were the dominant beam-loss processes compared to interactions with the residual gas and recombination in the electron cooler. After the beam intensity had fallen below the detection threshold, a new injection from the SIS18 was requested and the next measurement cycle was started.

Besides molecular hydrogen (\(\text{H}_2\)) and nitrogen (\(\text{N}_2\)), often used as reference components to model typical residual gas compositions in ultra-high vacuum environments, also neon, argon, and krypton were used as target gases with densities between a few times \(10^8\) and a few times \(10^{11}\) particles/cm\(^3\). These target densities resulted in a significant reduction of ion beam lifetimes to typical values of about a few seconds (compared to roughly 20 s without the gas target). The best target-beam overlap was found by scanning the ion beam axially across the target region in the interaction chamber while monitoring variations of the beam lifetime as well as the count rates of a photomultiplier and an electron spectrometer [37,38] observing the interaction region. More specifically, the beam lifetime was deduced from measuring the ion beam intensity as a function of time using a DC current transformer and the integrated Schottky signal of the new resonant pickup at the ESR [39]. Note that both instruments are complementary to each other as the current transformer is limited to ion currents above a few times \(10^{-3}\) mA, whereas the Schottky diagnosis can detect very low beam intensities down to a few ions while at the same time exhibiting nonlinearities at beam currents above 0.01 mA (equals to \(2.55 \times 10^6\) \(^{28}\text{U}^{+}\) ions at a beam energy of 50 MeV/u) [40]. The ability to follow the decay of the ion beam intensity over several orders of magnitude using the Schottky signal and the electron spectrometer rate was a significant improvement compared to our previous study at the gas target where only the current transformer signal and a photomultiplier were available [32].

Once maximum overlap was established, the beam lifetime was measured several times for each beam energy and target species. A typical measurement cycle is shown in Fig. 1 where the signals of the beam transformer and the Schottky diagnostic are plotted as a function of time together with the count rate of an electron spectrometer located downstream of the interaction chamber as well as the density of the gas jet. The electron spectrometer was set to record free electrons moving at the same speed as the
The slope of the measured beam intensity as a function of and consequently the signal and the electron spectrometer rate. In general, the decay constants of the beam transformer, the Schottky diagnosis for a typical measurement cycle (50 MeV/u U^{235+} → Ar) plotted together with the rate of the electron spectrometer (in arbitrary units) and the target density (right ordinate). After the target is switched on a strong decrease of the beam lifetime is visible. The delayed rise of the gas target density is related to the beam lifetime \(t\) with \(\lambda\) the decay constant. The latter is related to the beam lifetime \(\tau\) by \(\lambda = 1/\tau\). Therefore, \(\lambda\), and consequently \(\tau\), can be obtained by adjusting Eq. (1) to the slope of the measured beam intensity as a function of time. In our analysis we used a mean \(\lambda\) by averaging the decay constants of the beam transformer, the Schottky signal and the electron spectrometer rate. In general, the beam lifetimes in the ESR are determined by

\[
\tau^{-1} = \rho_{gt}\sigma_{gt}v\lambda + \rho_{rg}\sigma_{rg}v + \lambda_{ec},
\]

where \(\rho_{gt}\) and \(\rho_{rg}\) are the densities of the gas target and the residual gas throughout the ring, respectively, while \(\sigma_{gt}\) denotes the charge-changing cross section for the target gas and \(\sigma_{rg}\) is the weighted mean of the individual cross sections for the different residual gas components. Note that we assume the residual gas pressure and composition to remain constant during the measurement, i.e., the absence of dynamical vacuum effects. This assumption is justified for low beam intensities combined with not too high loss rates, as was the case in the present experiment. The recombination rate in the electron cooler is taken into account by \(\lambda_{ec}\). Finally, the projectile velocity is given by \(v\) and \(f\) is the fractional length of the interaction region compared to the full cycle length (108.4 m for the ESR), e.g., \(f = 1\) in the case of interactions with the residual gas covering the whole ring. In order to extract the lifetime due to interactions with the gas target only, the contribution of the residual gas \(\rho_{rg}\sigma_{rg}v\) and the electron cooler \(\lambda_{ec}\) to the total beam loss rate were subtracted. The sum of both quantities was obtained for each measurement cycle during the time between injection of the ion beam into the ESR and the start of the target (cf. Fig. 1) as well as in dedicated measurements during which the target shutter was closed for the whole cycle. In this measurements without a gas jet being present beam lifetimes of about 20 s were obtained which roughly corresponds to an average base pressure in the order of a few times \(10^{-11}\) mbar throughout the storage ring. Monitoring the stability of this “background lifetime” also ensured that we did not significantly deteriorate the ESR vacuum conditions by the operation of the gas target.

For analyzing the ion beam lifetime due to charge exchange in interaction with the target, the fractional target length in Eq. (2) needs to be known. In previous studies, a value of \(f = 0.005/108.4\) for the interaction length between the ion beam and the target was used. This value, which corresponds to a diameter of the gas jet of 5 mm at the intersection point with the ion beam, was determined by the skimmer geometry of the target apparatus and was also verified experimentally, see [41,42]. However, recent investigations indicate that the upgrade of the target apparatus a few years ago [43] gave rise to a slight modification of the target profile. More specific, a recent spatial characterization of the target shape, that was performed by members of the FOCAL collaboration [44], yielded a flat-top target profile with a mean diameter of \(Δx = 6.4\) mm and slightly fuzzy edges [45,46] at the interaction point with the ion beam. In this study a thin wire that was blocking a small portion of the gas jet was moved through the target and the partial-pressure increase corresponding target gas type was analyzed in the interaction region. The resulting model for the radial gas jet profile is given by [46]

\[
\rho(r) = \frac{1}{2} \text{erf}\left(\frac{Δx - r}{\sqrt{2}σ}\right) + \frac{1}{2},
\]

where the parameter \(σ\), that has an approximate value of 0.3 mm, determines the “fuzziness” of the edges of the target density profile. To verify this new target model, we numerically convoluted the target profile with a Gaussian shaped ion beam with a realistic \(σ = 1.5\) mm and compared the result to a recent measurement series [47], where the ion beam axis was moved horizontally through the target jet and the charge exchange rate, i.e., the effective overlap between ion beam and target, was recorded. This
comparison is presented in Fig. 2, where it is clearly seen that the model from Eq. (3) yields a significantly better agreement than old model of a 5 mm thick target. Consequently, we used a new “effective” target length of \( f = 0.0059/108.4 \), yielded by the superposition of the Gaussian shaped ion beam with the new target profile under assumption that the ion beam hits in the target center.

The average gas target density \( \rho_{gt} \) was obtained from the pressure increase \( p_i \) measured by ionization vacuum gauges in the four dump stages of the gas target using the following equation:

\[
\rho_{gt} = \frac{4}{\pi \Delta x^2} \frac{1}{k_B T_{gas}} \sum_{i=1}^{4} S_i p_i, \tag{4}
\]

where \( \Delta x \) is the gas jet diameter [the slight fuzziness of the edges from Eq. (3) can be safely ignored here]. \( k_B \) denotes the Boltzmann constant and \( S_i \) is the gas-dependent suction capacity (according to manufacturer specifications) of the TMPs installed at the four differential pumping stages of the target dump. Along its passage through the interaction chamber only a minor fraction of the particles within the gas jet is evaporated or kicked out in hard collisions with the projectile beam, resulting in a nearly 100% collection efficiency of the gas load within the dump section of the target installation. For a detailed description of the internal gas target at the ESR the reader is referred to [41–43]. However, one has to note that in Eq. (4) an equilibrium between gas load and TMP pumping power is assumed which is not immediately the case after opening the target valve. Moreover, the ionization gauges are averaging the measured gas pressure over a time period of about 1 s. Consequently, in our analysis the target density was obtained only for the quasiconstant region that establishes a few seconds after the target is switched on (cf. Fig. 1). Finally, the \( T \) in Eq. (4) denotes the gas temperature when being pumped away by the turbo molecular pumping (TMP) system after hitting the chamber wall in the last dump stage, i.e., roughly 300 K, and \( v_{gas} \) is the gas speed after the expansion through the nozzle. The latter quantity depends on the inlet pressure \( p_0 \) (typically about 10 bar) and the nozzle temperature \( T_0 \) (ranging from about 40 K for H\(_2\) up to room temperature for the high-Z nobel gases). More specifically, the gas speed is determined by the conversion process of internal energy into directed kinetic energy, which takes place during the expansion of the gas through a nozzle into vacuum. For the present work, two different approaches were used for the calculation of the gas speed depending on the nozzle conditions. For \( T_0 \gg T_{crit} \), where \( T_{crit} \) is the critical temperature of the applied target gas, the process is regarded as an ideal gas expansion. Consequently, a total conversion into directed kinetic energy is assumed thus a simplified formula for the velocity calculation is deduced [48]:

\[
v_{gas} = v_{ideal} = \sqrt{\frac{2 \kappa_{ideal}}{\kappa - 1} \frac{k_B}{m} T_0}. \tag{5}
\]

Here, \( \kappa(T, p) = c_p / c_v \) is the adiabatic index of the applied target gas, with \( c_p,v \) being the heat capacity at constant pressure and volume, respectively, and \( m \) is the particle mass. This equation is applicable for an expansion of a gaseous fluid where no significant clusterization (condensation) processes take place.

In case of an expansion from the fluids supercritical phase (\( p_0 > p_{crit}, T_0 \rightarrow T_{crit} \)) the ideal gas approximation becomes invalid. Hence, the gas speed is calculated by a more general approach that solely takes the initial enthalpy \( h_0 \) (before the expansion) and the final enthalpy \( h \) (after the expansion process took place) into account. The corresponding equation is given by
The initial enthalpy for given nozzle conditions is readily provided by the NIST database [49] whereas the final enthalpy of the target beam cannot be determined precisely. An approximation proposed by Christen et al. [50] was therefore used, which assumes that the isentropic expansion process of the target beam ceases at the triple point. Thus, the triple point enthalpy \( h_{tp} \) of the target gas is used as the final enthalpy value. Since condensation processes take place during an isentropic expansion at these conditions, both the liquid enthalpy \( h_{lp, l} \) as well as the vapor enthalpy \( h_{lp, v} \) have to be considered. A reasonable fit of the calculation with experimental data (taken from Knuth et al. [51]) was found by assuming \( h = 0.5 h_{lp, l} + 0.5 h_{lp, v} \) for the final enthalpy [52]. A reliable value for the gas velocity can thus be calculated according to the expansion conditions of the fluid.

As already mentioned above, at the beam energies under investigation projectile EL is by far the dominant beam loss process for low-charged, many-electron ions, while the contribution of capture of target electrons can safely be neglected. Therefore, we assume that all beam losses caused by the gas target can be attributed to projectile electron-loss. As a consequence, projectile EL cross sections for each target gas can be obtained by solving Eqs. (1) and (2) combined with the gas target density yielded by Eq. (4). Moreover, as a charge-state resolved detection of up- or down-charged ions was not possible, the following discussion is restricted to the total EL cross section.

III. RESULTS AND DISCUSSION

In Fig. 3 the total EL cross sections per target atom for U\(^{28+}\) obtained in this work as well as previous experimental results (taken from [20,21,29,30,32]) are compared to theoretical predictions by the CTMC method of Olson et al. [29] and recent results based on a combination of the DEPOSIT code and the RICODE (DEPOSIT + RICODE) by V. P. Shevelko et al. [53]. Unfortunately, CTMC results for U\(^{28+}\) electron loss are only published for H, N, and Ar as targets. Note that we assume that for H\(_2\) and N\(_2\) the influence of the molecular bonding on the ionization process is negligible and, consequently, the molecular cross section is given as the sum of individual target atoms as was previously shown for Xe\(^{18+}\) at a collision energy of 6 MeV/u [27]. The error bars of the present data points result from a statistical analysis of the cycle-to-cycle variations of the obtained cross section data combined with the uncertainty of the gas velocity (between 0% and 15%) and a 20% systematic uncertainty in the estimation of the gas pressure in the target dump. The latter accounts for the uncertainty in the gas-dependent correction factors of both the ionization gauges and the TMP pumping powers at the dump section of the target apparatus. For the H\(_2\) target, the unphysical energy-dependence obtained in this measurement is most probably due to instabilities of the nozzle temperature which are also reflected by a larger experimental uncertainty compared to the other targets that were operated at much higher nozzle temperatures. All experimental data available for total electron-loss cross sections of U\(^{28+}\) projectiles are also presented in Table I.

As can be seen in Fig. 3, the experimental values for total electron loss of U\(^{28+}\) in collisions with hydrogen and nitrogen obtained in this work show good qualitative agreement with the previous measurement at the ESR gas target [32]. Moreover, the cross sections yielded by both theoretical approaches and the experimental data for the hydrogen target all exhibit a very similar energy dependence in the energy regime above a few MeV/u, while the absolute values of the two models differ approximately by a factor of 1.5. Even though most experimental values lie closer to the calculations by Shevelko et al., when taking into account the limited accuracy of the theoretical approaches, both calculations as well as the experimental results are in agreement with each other. This finding for the H\(_2\) target is contrasted by a clear deviation of the experimental values for all heavier targets toward lower cross section values when compared to CTMC predictions. While the data from Shevelko et al. agree with the measured cross sections within a factor of roughly 1.5 for all targets except for krypton, the deviation from the CTMC data is significantly larger (up to a factor 2.5).

Already in our previous measurements a large discrepancy between CTMC predictions and experimental data was
found for N\textsubscript{2} as a target, whereas the agreement with the data by Shevelko et al. (using the LOSS-R code [54], the predecessor of the RICODE) was better. While at that time only two data points above 10 MeV/u with severe experimental uncertainties were available, the present data set affirms this finding for nitrogen and also argon.

The deviation between the two theoretical models results from their different scaling of total EL as a function of the projectile energy \( E \) in the region above 10 MeV/u. For the H\textsubscript{2} target where the ionization process is expected to be dominated by single electron loss, both models exhibit an \( E^{-1} \) scaling which is typical for single electron, first-order perturbative approaches. In contrast, for the N\textsubscript{2} and the Ar targets the cross sections yielded by DEPOSIT + RICODE scale with \( E^{-0.8} \) and \( E^{-0.5} \), respectively, whereas the corresponding values for the CTMC results are "inactive” with respect to projectile EL at large impact parameters due to their stronger localization. In addition, for many-electron projectiles colliding with heavy targets the probability of ejection of at least one electron, i.e., the total electron loss, can approach 1 for a significant range of the impact parameter. In this situation a further increase of target Z only leads to a higher average number of lost electrons, whereas the total electron-loss cross section remains nearly constant. The present data indicate that

<table>
<thead>
<tr>
<th>Collision Energy (MeV/u)</th>
<th>Target Gas</th>
<th>Total EL Cross Section (10\textsuperscript{6} barn/atom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.4</td>
<td>H\textsubscript{2}</td>
<td>2.25 [21]</td>
</tr>
<tr>
<td></td>
<td>N\textsubscript{2}</td>
<td>32.60 [21]</td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>47.80 ± 6.70 [20]</td>
</tr>
<tr>
<td>3.5</td>
<td>H\textsubscript{2}</td>
<td>1.62 ± 0.35 [29]</td>
</tr>
<tr>
<td></td>
<td>N\textsubscript{2}</td>
<td>22.52 ± 1.07 [29]</td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>45.38 ± 1.62 [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40.65 ± 1.65 [30]</td>
</tr>
<tr>
<td>6.5</td>
<td>H\textsubscript{2}</td>
<td>1.14 ± 0.26 [29]</td>
</tr>
<tr>
<td></td>
<td>N\textsubscript{2}</td>
<td>14.69 ± 0.82 [29]</td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>33.15 ± 1.25 [29]</td>
</tr>
<tr>
<td>10</td>
<td>H\textsubscript{2}</td>
<td>0.74 ± 0.18 [32]</td>
</tr>
<tr>
<td></td>
<td>N\textsubscript{2}</td>
<td>0.51 ± 0.13 [32]</td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>8.80 ± 2.00 [32]</td>
</tr>
<tr>
<td>30</td>
<td>H\textsubscript{2}</td>
<td>0.31 ± 0.13</td>
</tr>
<tr>
<td></td>
<td>N\textsubscript{2}</td>
<td>6.21 ± 1.56</td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>15.61 ± 4.09</td>
</tr>
<tr>
<td></td>
<td>Kr</td>
<td>23.37 ± 5.96</td>
</tr>
<tr>
<td>40</td>
<td>H\textsubscript{2}</td>
<td>0.28 ± 0.07 [32]</td>
</tr>
<tr>
<td>50</td>
<td>H\textsubscript{2}</td>
<td>0.25 ± 0.06 [32] 0.36 ± 1.00</td>
</tr>
<tr>
<td></td>
<td>N\textsubscript{2}</td>
<td>3.48 ± 0.87 [32] 3.24 ± 0.82</td>
</tr>
<tr>
<td></td>
<td>Ne</td>
<td>6.33 ± 1.04</td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>11.93 ± 2.40</td>
</tr>
<tr>
<td></td>
<td>Kr</td>
<td>20.22 ± 3.61</td>
</tr>
</tbody>
</table>

The present cross section values result from an interpolation between measurements for U\textsuperscript{28+} and U\textsuperscript{30+} ions, whereas the Erb value was obtained by a similar interpolation between data points for U\textsuperscript{27+} and U\textsuperscript{30+}. Uncertainties are given if available.
both theoretical models are not able to fully reproduce these effects on the total projectile EL by high-
Z targets. However, for the targets most relevant for residual gas modeling, namely H\textsubscript{2}, N\textsubscript{2} and Ar, the DEPOSIT + RICODE treatment yields a reasonable approximation. Moreover, the reader should note that very recently and improved version of the RICODE (now called RICODE-M) was presented\cite{56} which uses more realistic electron wave functions for high-Z systems.

IV. SUMMARY AND CONCLUSIONS

Total projectile electron loss cross sections of U\textsuperscript{28+} ions in collisions with various gaseous targets ranging from molecular hydrogen to krypton were measured for beam energies of 30 and 50 MeV/u, respectively. The available experimental data were compared to two treatments for the collision of many-electron systems at moderate to high collision energies, namely the CTMC method of Olson \textit{et al.} and the DEPOSIT + RICODE approach developed by Shevelko and co-workers. While reasonable agreement is found between both theory models and experimental data for collisions with hydrogen targets, the DEPOSIT + RICODE results show a significantly better agreement with measurements for all the heavier targets. However, also these predictions from Shevelko \textit{et al.} tend to significantly overestimate the electron loss cross sections for the heaviest target under investigation, namely krypton.
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