High energy beam impact tests on a LHC tertiary collimator at the CERN high-radiation to materials facility
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The correct functioning of a collimation system is crucial to safely operate highly energetic particle accelerators, such as the Large Hadron Collider (LHC). The requirements to handle high intensity beams can be demanding. In this respect, investigating the consequences of LHC particle beams hitting tertiary collimators (TCTs) in the experimental regions is a fundamental issue for machine protection. An experimental test was designed to investigate the robustness and effects of beam accidents on a fully assembled collimator, based on accident scenarios in the LHC. This experiment, carried out at the CERN High-Radiation to Materials (HiRadMat) facility, involved 440 GeV proton beam impacts of different intensities on the jaws of a horizontal TCT. This paper presents the experimental setup and the preliminary results obtained, together with some first outcomes from visual inspection and a comparison of such results with numerical simulations.
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I. INTRODUCTION

The introduction of new, extremely energetic particle accelerators, such as the LHC [1], has established the need for advanced beam cleaning and protection systems in order to be able to safely increase the energy and intensity of particle beams to unprecedented levels [2]. The main purpose of the LHC collimation system [3] is, in fact, to ensure beam halo cleaning and machine protection.

The LHC collimation system consists of 108 collimators, of which 100 are movable collimators, placed in seven out of eight LHC interaction regions as well as in the transfer lines [4]. Collimators can be installed in vertical, horizontal, and skew configurations in order to ensure complete cleaning all around the particle beam axis. The collimation system implements a multistage beam cleaning process (Fig. 1) in order to remove particles that would otherwise be lost in the machine, and thus ensures efficient (>99%) cleaning of the beam halo during the full LHC beam cycle. Being in close proximity to the beam, the collimator jaws are continuously exposed to direct interaction with high energy particles. In fact, in normal working conditions, a steady state thermal load is deposited on the collimator jaws as the latter continuously interact with particles belonging to the external beam halo. In particular, continuous beam losses from the halo occur at the primary collimators, with the scattered debris of these low energy density protons subsequently being captured at the secondary and tertiary collimators, respectively.

Moreover, in the event of an accident scenario, with nominal beam conditions (362 MJ at 7 TeV), the collimators are strategically positioned in order to be hit by the primary beam particles, thus serving as a protection for

FIG. 1. Qualitative schematic diagram of the LHC multistage collimation system where the primary collimator jaws are positioned closest to the beam while the jaws of the secondary and tertiary collimators are retracted further away from the beam.
other critical structures such as the superconducting (SC) magnets [5]. Most of the beam is expected to be safely disposed of by the beam dump system in IP6, but other collimators around the ring [in particular the tertiary collimators (TCTs) that are close to the experiments] act as a last line of defense for passive machine protection.

In the worst accident case corresponding to an asynchronous trigger of the beam dumping system [6], a spontaneous misfiring of one of the horizontal extraction kicker magnets causes a trigger outside the abort gap. This causes some bunches to be kicked at an angle that is smaller than the nominal kick, and consequently they circulate for one turn before being kicked out. In this scenario, one or more high energy density bunches might directly impact on a collimator with possible serious consequences. While the carbon collimators [primary collimators (TCPs) and secondary collimators (TCSs)] in the warm cleaning insertions are designed to withstand such a worst case scenario without permanent damage, this is not the case for metal-based collimators like the TCTs in the experimental regions that protect the SC triplet magnets [7]. Even though the machine configurations [8] are chosen to minimize this risk in a way that it can only occur in case several unlikely combined failures occur at the same time [9], it is important to understand the implications of the catastrophic event on a TCT.

A dedicated beam experiment (HRMT-09) was set up at the HiRadMat facility [10] in order to obtain a thorough integral assessment of beam accident scenarios involving a complete tertiary collimator. The main aim of the experiment was to address the effects of an asynchronous beam dump considering a relevant nominal 7 TeV case, as well as to benchmark simulations for the LHC cases at 5 TeV which have been considered during the LHC run 1 [7]. A complementary dedicated experiment (HRMT-14) [11] was also carried out at the same facility in order to address novel materials of interest for collimators like dispersion-strengthened copper, molybdenum, and metal-diamond/metal-graphite composites.

This paper gives an overview of HRMT-09. It first presents the experimental setup, giving a description of the TCT design and the installation layout. This is followed by an overview of the tests performed and the main beam test results including some first outcomes from visual inspection. Finally, a comparison of these experimental results with numerical simulations is discussed.

II. EXPERIMENTAL SETUP

A. Tertiary collimator design

The design of LHC collimators [12] must comply with very demanding specifications resulting from the highly energetic beam handled in the LHC. The TCT (Fig. 2) consists of two jaws contained in a vacuum tank. Two stepping motors per jaw allow independent adjustment of jaw tilt and jaw position relative to the beam center. Transverse movements of the whole collimator tank are possible to determine the jaw surface that sees the beam. During the experiment, the jaws were moved remotely via a control application.

A detailed view of the jaw assembly is shown in Fig. 3. Each jaw has an active length of 1 m (total length = 1.2 m) that consists of five inserts made of a tungsten heavy alloy, known commercially as Inermet 180 (95%W-3.5%Ni-1.5% Cu). The blocks are mounted into a copper housing and fixed with screws to the assembly. The water cooling pipes are an integral part of the collimator structure and were connected to the external cooling circuit provided in the HiRadMat experimental area. The total flow of the cooling water was adjusted according to settings for standard LHC collimators (25 l/min).

B. Installation layout and measurement sensors

The collimator robustness experiment (HRMT-09) was carried out in August 2012 at the CERN HiRadMat test facility, which is located in the TNC tunnel in the Super
Proton Synchrotron (SPS) BA7 area. HiRadMat was designed and recently commissioned to provide high-intensity pulsed beams to an irradiated test area where full assemblies can be tested. The facility uses a LHC-type particle beam that is extracted from the CERN SPS and delivered to HiRadMat via two transfer lines, TT60 and TT66. Both protons and ions can be used for tests within the facility.

The collimator robustness tests were run at different intensities using 440 GeV proton beams. Table I gives the beam design parameters for proton operation. It should be noted that for a given emittance, the size of the proton beam is a function of the optics, which depend on the quadrupole settings and on the longitudinal position in the region of the experimental area. The beam line is capable to provide beam radii between $\sigma = 0.1$ mm and $\sigma = 2.0$ mm at the different focal point positions of the experimental area ($\sigma$ values corresponding to the nominal emittance). Moreover, different beam spot sizes are then achievable at the different test stands as further explained in [13]. An installation layout sketch is shown in Fig. 4 and more details on the beam line can be found in [10].

A fully operational, series production horizontal tertiary collimator was mounted on a support frame and the fully assembled table was lowered to the experimental area. The choice of a horizontal collimator was due to the fact that asynchronous beam dump accidents involve only horizontal collimators as the kicker magnets can only act on the horizontal plane. The collimator was installed a few meters upstream of a beam dump (Fig. 4) and its response to the different beam impacts was captured, relying on embarked instrumentation.

The collimator prototype was equipped with additional instrumentation compared to a standard LHC TCT. Standard LHC collimator equipment includes two stepper motors per jaw, position sensors as well as temperature sensors. A vacuum pump with external power connection, a fifth stepper motor allowing vertical movements of the whole collimator tank (20 mm full stroke) and some additional temperature and pressure sensors on various components of the collimator were also installed, specifically for the HiRadMat experiment. All sensor readouts were monitored online and stored for analyses. The main technical specifications of the various sensors and other equipment are listed in Table II.

To benchmark simulations, one of the most important physical entities to be acquired was the temperature developed within the jaws of the collimator. The four jaw temperature sensors were attached to the back of the copper housing in the same way as in a standard TCT unit (Fig. 5). The location of the water temperature and water pressure sensors is given in Fig. 6. In addition, three microphones (sensitivity = 4 mV/Pa) were installed in the tunnel area for sound data acquisition as shown in Fig. 4 [14].

A remotely controlled PC for the data acquisition was placed in the TA7 access tunnel to TT66 (Fig. 4). A TPG 300 controller was also installed in the electronics bunker outside the high radiation area. Moreover, beam loss monitors (BLMs), beam position monitors, and beam current monitors were provided at the test facility in order to monitor the beam orbit and to obtain values for beam intensity and beam losses.

### III. OVERVIEW AND GOAL OF TESTS

The goal of the tests was to verify the robustness and performance integrity of a fully assembled TCT following direct beam impact, reproducing unlikely but realistic fast failure scenarios in the LHC. Such scenarios included an asynchronous beam dump at nominal 7 TeV conditions and important accident scenarios at 5 TeV that have been considered during the LHC run 1 [7]. Three high-intensity impacts were foreseen to test different equivalent damage levels for the considered cases.

Since the collimator robustness tests were run using 440 GeV proton beams, the beam intensity at 440 GeV, necessary to obtain the equivalent damage levels of the 5 and 7 TeV accident scenarios to be studied, needed to be calculated respectively. Preliminary simulations were first performed with FLUKA to determine the equivalent intensity based on the equivalence of the energy peak for each case. Since different energy particles are involved (440 GeV compared to 5 TeV/7 TeV), the damage zone in the target might be different in the two cases, even if the peak values of the energy deposition for the SPS case and

---

**TABLE I.** HiRadMat beam design parameters for protons.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Protons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>440 GeV</td>
</tr>
<tr>
<td>Bunch intensity (max)</td>
<td>$1.7 \times 10^{11}$</td>
</tr>
<tr>
<td>Number of bunches (max)</td>
<td>288</td>
</tr>
<tr>
<td>Pulse intensity (max)</td>
<td>$4.9 \times 10^{13}$</td>
</tr>
<tr>
<td>Pulse energy (max)</td>
<td>3.4 MJ</td>
</tr>
<tr>
<td>Bunch length</td>
<td>11.24 cm</td>
</tr>
<tr>
<td>Bunch spacing</td>
<td>$2.5 \pm 150$ ns</td>
</tr>
<tr>
<td>Pulse length (max)</td>
<td>7.2 $\mu$s</td>
</tr>
<tr>
<td>Transverse normalized emittance ($\sigma$)</td>
<td>$2 \pm 4$ $\mu$m</td>
</tr>
</tbody>
</table>

---

FIG. 4. Installation layout for the collimator at TT66.
for the LHC case are made equal by adjusting the intensity. Thus, using the intensity determined by FLUKA, detailed AUTODYN® simulations [15] were then carried out to investigate if this intensity at 440 GeV gave the same level of damage produced on the jaw as obtained from the simulations of the 5 TeV/7 TeV scenarios. If this was not the case, various other simulations were carried out, each time varying the intensity at 440 GeV, until an equivalent damage level was obtained between the 440 GeV and 5 TeV/7 TeV cases. This meant that a realistic equivalent intensity to be used in the tests was established, thus reproducing the studied cases more correctly. Table III compares the intensity and peak energy deposition for the LHC and SPS cases.

The equivalent damage was compared based on two direct effects of the beam impact: the damage extension on the tungsten jaw in terms of the dimensions (i.e. the height or radius) of the groove, and the maximum plastic deformation of the cooling pipes. Due to a large number of required SPS bunches, an equivalent damage level provoked on the cooling pipes was not reproducible in the HiRadMat facility for all the tests. It was thus concluded to use the equivalent intensity based on the damage extension of the tungsten surface for the three high intensity shots. It is important to point out that since the penetration depth of 5 and 7 TeV protons is much longer than that of 440 GeV protons, the damage equivalence in the target is in fact done in terms of the height of the groove only, and not of the length of the groove.

### Table II. Main characteristics of the digital acquisition system and other equipment used in the experiment. The number of standard LHC collimator equipment is represented by *. The rest is equipment added specifically for the tests.

<table>
<thead>
<tr>
<th>Sensor type/equipment</th>
<th>Specification</th>
<th>Quantity</th>
<th>Acquisition range/bandwidth</th>
<th>Sampling frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position sensor (LVDT)</td>
<td>HCA 2000</td>
<td>7</td>
<td>1 Hz</td>
<td></td>
</tr>
<tr>
<td>Jaw temperature sensor</td>
<td>PT100</td>
<td>4</td>
<td>−200−650°C</td>
<td>1 Hz</td>
</tr>
<tr>
<td>Collimator tank temperature sensor</td>
<td>PT100 model S100820</td>
<td>2</td>
<td>−50−260°C</td>
<td>1 Hz</td>
</tr>
<tr>
<td>Water temperature sensor</td>
<td>PT100</td>
<td>1 + 1</td>
<td>−100−200°C</td>
<td>1 Hz</td>
</tr>
<tr>
<td>Water pressure sensor</td>
<td>CTE 9000 (signal 4–20 mA)</td>
<td>2</td>
<td>100 mbar; 35 bar</td>
<td>1 Hz</td>
</tr>
<tr>
<td>Vacuum pressure sensor</td>
<td>Pirani gauge</td>
<td>2</td>
<td>10^−4–1000 mbar</td>
<td>0.5 Hz</td>
</tr>
<tr>
<td>Microphone</td>
<td>B&amp;K 4939</td>
<td>3</td>
<td>4–100000 Hz</td>
<td></td>
</tr>
<tr>
<td>Stepper motor</td>
<td>Macron SM 87.2.18M2N</td>
<td>4 + 1</td>
<td>5 µm^-</td>
<td></td>
</tr>
<tr>
<td>End-position switch</td>
<td>Saia Burgess V3FN</td>
<td>12</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIG. 5.** Schematic diagrams of a standard horizontal tertiary collimator. Top view (left picture) and front view (right picture) of the cross-section of the left jaw assembly. The position of the jaw temperature sensors (left upstream (LU), left downstream (LD), right upstream (RU) and right downstream (RD)) is indicated. All dimensions are in mm.

**FIG. 6.** Top view of the collimator prototype, indicating the location of water temperature and water pressure sensors.

### Table III. Comparison of the intensity and the peak energy deposition values for the LHC cases and the equivalent SPS cases to be studied. The equivalent intensity (I_{equiv}) from FLUKA is based on the equivalent energy peak while I_{equiv} from AUTODYN® is based on the equivalent damage level. The peak energy deposition for the SPS cases is calculated based on I_{equiv} from AUTODYN®.

<table>
<thead>
<tr>
<th>Test</th>
<th>Test 1</th>
<th>Test 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intensity, I—LHC cases [p]</td>
<td>1.5 × 10^{11}</td>
<td>5.2 × 10^{11}</td>
</tr>
<tr>
<td>Peak energy deposition—</td>
<td>2.237 × 10^{6}</td>
<td>5.531 × 10^{6}</td>
</tr>
<tr>
<td>LHC cases [J/kg]</td>
<td>at 7 TeV</td>
<td>at 5 TeV</td>
</tr>
<tr>
<td>I_{equiv} at 440 GeV [p]—FLUKA</td>
<td>3 × 10^{12}</td>
<td>7.5 × 10^{12}</td>
</tr>
<tr>
<td>I_{equiv} at 440 GeV [p]—AUTODYN®</td>
<td>3 × 10^{12}</td>
<td>9.75 × 10^{12}</td>
</tr>
<tr>
<td>Peak energy deposition—</td>
<td>2.143 × 10^{6}</td>
<td>6.964 × 10^{6}</td>
</tr>
<tr>
<td>SPS cases [J/kg]</td>
<td>at 440 GeV</td>
<td>at 440 GeV</td>
</tr>
</tbody>
</table>
The tests performed on the TCT are explained here. Details of the tests are given in Fig. 7. The objective of Test 1 (7 TeV-equivalent intensity of $3 \times 10^{12}$ p) was to investigate the effect of an asynchronous beam dump, inducing impact of one nominal LHC bunch on the TCT jaw. On the other hand, Test 2 (7 TeV-equivalent intensity of $9 \times 10^{11}$ p) was aimed to inspect the onset of damage caused by beam impact on the TCT. Finally, Test 3 (5 TeV-equivalent intensity of $9.75 \times 10^{12}$ p) was designed to reproduce a disruptive scenario for asynchronous beam dump, involving the direct impact of 4 LHC bunches at 5 TeV, and to benchmark simulation results presented in [7] against these experimental results.

As indicated in Fig. 7, all tests were performed at an impact parameter of 2 mm from the outer surface. Such an impact parameter was chosen as a compromise in order to ensure that the bulk material of the jaw insert was hit during the experiment while still being a reasonable value for an asynchronous beam dump scenario. Hitting jaws at different locations was possible thanks to the fifth axis vertical movement (±10 mm). The choice of the locations for the tests was done in such a way as to minimize interference between the high intensity shots in case of material projection. A beam size of $0.5 \, \text{mm}(\sigma_x) \times 0.5 \, \text{mm}(\sigma_y)$ was specified on the basis of HiRadMat output [13] for all the cases, although later it was shown by simulations that small changes in beam size do not considerably affect the damage extension in case of highly disruptive tests at the chosen impact parameter.

### IV. BEAM TEST RESULTS

#### A. Beam-based alignment

In order to ensure a precise location of the beam impact, a beam-based alignment (BBA) was required before each high-intensity shot. This was done with very safe intensity (using pilot bunch) to avoid damage that could compromise results. Prior to each high-intensity test, several low-intensity (on the order of $10^9$ p) beam extractions were used to correctly set up the beam line and the experiment (Fig. 8). This was essential in order to ensure an accurate setup for the tests with the correct impact parameter.

The same setup was performed on every day when measurement campaigns were performed. In order to ensure reproducibility of orbit and beam sigma, the same SPS cycle that is normally used in high-intensity operation was used for these tests. The procedure adopted was then to scrape down these high-intensity beams in the SPS to pilot intensity.

The left and the right jaws were respectively moved in steps (step sizes ranging from 0.25 to 1 mm) and the developed losses, as measured from BLMs in the line, were recorded for each calibration shot. Alignment fits were generated for both jaws from which the beam center was determined (Fig. 9).

Table IV summarizes the sequence of the beam-based alignments and the tests, and gives the total intensity that the TCT has been subjected to during the tests. It can be
seen that following the beam-based alignments, each respective test could be performed using a high-intensity shot (on the order of $10^{12}$ p).

### B. Highlights of experimental measurements

#### 1. Beam parameters of high-intensity tests

The beam parameters used for each test, as well as their physical effect on the impacted jaw, are summarized in Table V. The precision on the beam size at impact is not better than $\sim 10\%$.

#### 2. Surface integrity

A beam-based setup was performed after Test 1 and Test 2 as an attempt to check the surface integrity of the jaws and the collimator mechanics following the beam shots. Major damage of the jaw might result in different values in the results of the BBA procedure. As can be observed from Fig. 10, there are no large variations between the beam positions before and after the shot, apparently indicating the absence of critical damage to the jaw surface. It is however difficult to conclude on errors in the range of 100 $\mu$m.

### 3. Temperature and pressure measurements

Temperature and pressure measurements were made during the three tests using the installed instrumentation. The temperature increases recorded are lower than expected and are not really compatible with the post-mortem observations presented later in this paper. This puts in question the validity of these measurements and, thus, these results have to be interpreted with care. In particular, the jaw temperature profiles show a temperature rise following the impact, which although clearly observable, is small. In fact, one of the reasons for these discrepancies might be the high thermal resistance (due to the low contact pressure) between the temperature probe and the support to which it is attached, leading to an incorrect temperature recording (refer to Sec. V B and Fig. 19). A peak in vacuum pressure for Test 1 is observed at the moment of impact. It is also noted that the vacuum pressure sensor only gave realistic results for Test 1.

### 4. Sound measurements

Rapid energy deposition from proton beam on collimator jaws causes pressure waves inside the jaw material. Microphones capture the response of the whole collimator structure to this impulsive excitation, convolved by the acoustic transfer function of the reflective tunnel area specific to each microphone location [14]. The signals in Fig. 11 show the sound pressure during the beam impacts of the three test cases.

The rms value of the sound pressure level ($L_p$) was calculated with a time constant of 125 ms. A correlation was found between the total deposited energy and the

### TABLE IV

Sequence of the tests. Tests 2 and 3 were carried out on a different day than Test 1. The intensity of pilot and high-intensity bunches is on the order of $10^9$ and $10^{11}$ protons, respectively.

<table>
<thead>
<tr>
<th>Test</th>
<th>Intensity [$\times 10^{11}$ p]</th>
<th>Number of bunches</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBA before Test 1</td>
<td>5.674</td>
<td>79 pilot</td>
</tr>
<tr>
<td>Test 1</td>
<td>33.6</td>
<td>24 high intensity</td>
</tr>
<tr>
<td>BBA after Test 1</td>
<td>1.5065</td>
<td>18 pilot</td>
</tr>
<tr>
<td>BBA before Test 2</td>
<td>4.049</td>
<td>35 pilot</td>
</tr>
<tr>
<td>Test 2</td>
<td>10.36</td>
<td>6 high intensity</td>
</tr>
<tr>
<td>BBA after Test 2/before Test 3</td>
<td>2.32</td>
<td>22 pilot</td>
</tr>
<tr>
<td>Test 3</td>
<td>93.4</td>
<td>72 high intensity</td>
</tr>
<tr>
<td>Total</td>
<td>147.9</td>
<td></td>
</tr>
</tbody>
</table>

### FIG. 10

Beam-based alignment of the left jaw. Alignment 1 and Alignment 2 are performed before Test 1, while Alignment 3 represents the check after Test 1.

As will be shown in the preliminary post-mortem analysis (Sec. IV C), it results that grooves from Test 1 and Test 3 can be observed on the surface of the jaws. The reason why the alignment checks in Fig. 10 did not indicate the presence of such grooves might be because the grooves do not cover the full length of the jaw, and the unperturbed part at the end of the jaw still determines the closest point to the beam that in turn determines the alignment.
C. Preliminary post-mortem analysis

Following the collimator robustness tests, measurements of the residual contact dose rates of the collimator were recorded at different locations. Two months after the experimental tests were performed, the hottest activation point of the collimator was found to be \( \sim 100 \mu \text{Sv/h} \) located around the middle of the collimator tank. The dose rate levels at the entrance window were much lower at a value of \( \sim 20 \mu \text{Sv/h} \). After the necessary cooldown of the irradiated collimator, a preliminary visual inspection (Fig. 13) was then possible by means of a camera, in order to give a qualitative damage evaluation before further analysis can be carried out.

Grooves from Test 1 and Test 3 can clearly be identified, showing that there was a local temperature rise exceeding the melting point (\( \sim 1343 ^\circ \text{C} \)) of the Cu-Ni phase of the jaw insert material. Moreover, various fragments and projections of tungsten can be also observed between the jaws, indicating that there was no melting of the tungsten itself. Vaporization deposit around the molten region is visible, implying the extent of the damage caused by the beam impacts and the risk for contamination and vacuum degradation. These preliminary observations served important to draw some crucial conclusions on safe 7 TeV limits for TCTs and have helped to update collimator robustness limits [16].

V. NUMERICAL BENCHMARKING

A. Simulation tools

The fast and complex thermomechanical phenomena induced by the interaction of beam particles with matter, as well as the complexity of the collimator structure, make the implementation of a numerical approach through finite element analysis, as opposed to analytical solutions, highly necessary [12,17]. Nonlinear, transient analyses were thus performed to correctly evaluate the temperature distribution and other thermally induced effects due to beam impact. Such analyses were conducted using both ANSYS\(^\text{®} \) finite element code [18] (further detail in Sec. V B) and AUTODYN\(^\text{®} \) [19] (further detail in Sec. V C).
FLUKA [20,21] models were set up and full shower simulations provided energy deposition distributions for the studied accident cases which have been defined by accelerator physics studies (Fig. 14). These 3D maps were then loaded in the ANSYS® and AUTODYN® 3D models through dedicated subroutines in order to provide the input thermal load in terms of power density distribution. A beam size of \(0.53 \text{ mm} (\sigma_x) \times 0.36 \text{ mm} (\sigma_y)\) was used for simulating the three test cases. Moreover, a mesh size of \(0.1 \text{ mm} (x) \times 0.1 \text{ mm} (y) \times 5 \text{ mm} (z)\), at the location of the maximum energy deposition, was found to be the minimum required so that a further mesh size reduction does not significantly increase the estimated peak power density.

The high pressure produced in the deposition region after impact generates a radially outgoing shock wave, followed by a rarefaction wave that leads to a density reduction between one bunch and the next. In practice, the protons in subsequent bunches will penetrate much deeper into the target and thus, once the error in density becomes too high, FLUKA should be run iteratively with the modified density distribution obtained from ANSYS®/AUTODYN® in order to provide an updated energy deposition map [22].

According to previous work [23], a suitable iteration step is considered to be the time interval during which the target density decreases by 15%–20%.

In the cases studied in this paper, the temperature and density variations for Test 3 (most loaded test case) have been monitored with five gauges placed at the most loaded longitudinal collimator section. Figure 15 gives the temperature plot during the energy deposition at the five locations indicated on the schematic diagram. Moreover, the density plot in Fig. 16 shows that the most loaded element, which from the temperature plot in Fig. 15 is represented by Gauge 3, has a 12% density reduction which is within the acceptable target density reduction range quoted in [23].

Thus, since for these studied cases, the change of density induced by the impinging particles is within the acceptable density reduction range, it is justified to assume that the density remains constant for the duration of the impact. Therefore, an uncoupled FLUKA-ANSYS®/AUTODYN® approach was used, meaning that the energy deposition calculated for the first bunch on the pristine material was

FIG. 14. Energy deposition (kJ/cm\(^3\)) cuts at the maximum temperature on the tungsten inserts in longitudinal section, as calculated by FLUKA for Test 1 (top) and Test 3 (bottom) at the end of the impact.

FIG. 15. Temperature profiles over time for Test 3 at five different gauges placed at the most loaded longitudinal section. The gauges are located at the vertical position of the impact, as indicated on the cross-sectional schematic diagram of the bottom half of the jaw insert. Gauge 1 is at 0.5 mm from the external surface, Gauge 2 is 1 mm distant from Gauge 1, Gauge 3 is 1 mm from Gauge 2, and so on for Gauge 4 and Gauge 5.

FIG. 16. Density profiles over time for Test 3 at five different gauges placed at the most loaded longitudinal section. The gauge locations are the same as indicated on the schematic diagram in Fig. 15.
maintained also for subsequent bunches. The same approach was followed for similar calculations on other structures [24].

---

### B. Implicit code (ANSYS®) analysis

A first preliminary assessment of the extent of beam-induced damage can be done by evaluating the maximum temperatures reached and consequently the extent of the molten region. These simulations were performed with the implicit code ANSYS®. The same mesh size as in FLUKA was used at the location of the maximum energy deposition, with a coarser mesh applied to the other collimator components due to computational requirements. Table VI gives a summary of the simulated test parameters and Fig. 17 shows the different peak temperatures reached along the jaw for the three tests.

Heating processes due to particle beam impacts are extremely fast. The thermal shock typically lasts from a few nanoseconds to some microseconds, depending on the bunch structure of the incoming beam. As shown by Kalbreier et al. [25], it is possible to assume that no heat diffusion occurs during the thermal shock because the characteristic thermal diffusion time, $\tau_{\text{diffusion}}$, is much longer than the thermal shock duration, $\tau_{\text{shock}}$.

Equations (1) and (2) were used to calculate $\tau_{\text{diffusion}}$ for the jaw inserts (material: Inermet 180) and it was found to be $\sim306 \mu s$, considering the transverse edge length of one mesh element (0.1 mm) as the typical dimension of the structure. Table VI shows that the three test situations entail a rapid energy deposition on the range of a few microseconds (Test 1: 1.174 $\mu$s, Test 2: 0.256 $\mu$s, Test 3: 3.622 $\mu$s), considering a bunch length of 1 ns and a bunch spacing of 50 ns. Thus, the thermal shock duration is much shorter than the thermal diffusion time, therefore concluding that the heat diffusion does not play a significant role and could be neglected during the deposition of the energy. This justifies the assumption to consider the deposited energy as linearly growing during the thermal shock (Fig. 18). Thus, the system could be simulated in a way that the local temperature increases linearly with energy deposition (in time) since limited heat diffusion on relatively small volumes prevents the temperature to decrease between one bunch and the following. Equations (1) and (2) are given by:

\[
\tau_{\text{diffusion}} = \frac{l^2}{\kappa_{cc}},
\]

\[
\kappa_{cc} = \frac{k}{\rho \sigma_p},
\]

where $l$ is the typical dimension along which heat diffusion may occur, $\kappa_{cc}$ is the thermal diffusivity, $k$ is the thermal conductivity, $\rho$ is the density, and $\sigma_p$ is the specific heat capacity at constant pressure.

Moreover, the system was considered as adiabatic during the thermal shock duration, meaning that no heat exchange through the outer surface of the collimator is taken into account, so the total deposited energy remains constant.

In order to benchmark simulations, the evolution of temperature as a function of time, at the location where the

---

![FIG. 17. Temperature peak profiles within the jaw inserts as a function of distance along the beam direction.](image)

![FIG. 18. Comparison of the real and simulated energy depositions for Test 1 (24 bunches). The real energy deposition is performed bunch by bunch while in the simulations, the local temperature is taken to increase linearly with energy deposition (in time) due to the limited heat diffusion assumption.](image)
jaw temperature sensors have been installed on the collimator jaw for the experiment, were simulated for each test. Originally, the temperature of the copper housing at the location of the sensor was taken but this showed a much more significant temperature rise than that captured by the sensors in the experiment. The sensor was then modeled as a small component, placed with a certain thermal conductance value between it and the copper housing, at the location of the sensor. Such an approach led to more similar temperature profiles with respect to the experimental ones, with a thermal conductance value of $0.5 \text{ W/m}^2\text{K}$ giving the closest temperature profile, both in terms of maximum temperature reached as well as temperature profile over time. This means that during the experiment, the contact pressure between the temperature sensor and the copper housing was extremely low, leading to an incorrect temperature recording. The outcomes for Test 3 are shown in Fig. 19.

In order to visualize the groove generated by each beam impact, the molten region was investigated in ANSYS® using material properties for the jaw inserts as obtained from a full thermal characterization performed on Inermet 180 (Fig. 20) [26]. The melting point of the jaw inserts is considered as $1343^\circ\text{C}$ which, as already explained in Sec. IV C, is the melting temperature of the Cu-Ni phase of the jaw insert material.

FIG. 19. Comparison of experimental and simulation thermal transients at probe location for Test 3. The left axis represents the temperature at probe location [right upstream (RU)] on the copper housing (blue curve) while the right axis represents the temperatures given by the sensor (RU) in the experiment (green curve) and in the simulations (red curve). It can be observed that modeling a low contact pressure between the sensor and the copper housing (red curve) gives temperature profiles that are more similar to the ones recorded during the experiment (green curve).

FIG. 20. Thermal properties of Inermet 180 measured up to $1450^\circ\text{C}$ [26].

In order to visualize the groove generated by each beam impact, the molten region was investigated in ANSYS® using material properties for the jaw inserts as obtained from a full thermal characterization performed on Inermet 180 (Fig. 20) [26]. The melting point of the jaw inserts is considered as $1343^\circ\text{C}$ which, as already explained in Sec. IV C, is the melting temperature of the Cu-Ni phase of the jaw insert material.

Figures 21, 22, and 23 illustrate the target damage by showing the extent of the molten regions for the three tests together with a qualitative comparison of the shapes and dimensions of the real grooves. It is important to point out that the molten volume is not necessarily exactly identical to the removed volume (observed groove size) since some solid fragments are actually ejected by inner highly energetic volumes.

The graph in Fig. 24 then summarizes the groove sizes for the three tests that have been presented in this subsection and provides a comparison of the damage extent between the observed and simulated values.

C. Explicit code (AUTODYN®) analysis

In the preceding subsection (Sec. V B), the method adopted to simulate the thermal field evolution on the collimator after beam impact has been described. When aiming to simulate more complex phenomena like shockwave generation, phase change and material ejection, one has to resort to advanced explicit wave propagation codes like AUTODYN®. The accuracy of results obtained with these numerical tools depends on the reliability of the implemented material models, constituted by: (i) equation of state (EOS)—expresses the pressure as a function of two independent variables such as density and internal energy (or temperature); (ii) strength model—controls the deviatoric behavior of the material, usually keeping into account the contribution of strain, strain rate and temperature; (iii) failure model—contains the set of conditions of the
material bulk failure, and its choice heavily depends on the physical fracture mechanism.

The material model developed for Inermet 180 in [7] has been benchmarked with another complementary experiment in the HiRadMat facility on advanced collimator materials [11]. Material models [27] and beam characteristics adopted for the numerical simulations with AUTODYN® are resumed in Table VII. The EOS used in this work is the tabular SESAME N.3550 [28]. It has been devised for pure tungsten, for which experimental Hugoniot data are close to those of W-Ni-Cu heavy alloys [29] (Fig. 25).

In order to numerically visualize the groove generated by each beam impact, simulations have also been performed with the smoothed-particle hydrodynamics technique in AUTODYN®. In this computational method, the material is modeled by discrete elements (particles) with a spatial distance of interaction (smoothing length) over which their
properties are weighed by a kernel function. For example, material density $\rho$ at a given position $x$ is given by:

$$\rho_x = \sum_{j=1}^{n} m_j W(|x - x_j|, h),$$  \hspace{1cm} (3)

where $m_j$ is the mass of particle $j$, $W$ is the kernel function, and $h$ is the smoothing length.

Qualitative results of the grooves generated by the beam impacts, as obtained by AUTODYN®, are also shown in Figs. 26, 27, and 28. In these cases, the numerical model only contains the first Inermet 180 jaw insert block.

Simulation outcomes for Test 1 and Test 3 show good accordance with visual inspections, while it is impossible to visualize the plastic damage produced by Test 2. The zone is in fact covered with particles ejected from the opposite jaw during Test 3, which reached a velocity of about 1 km/s according to simulations. The damage produced during Test 2 will be evaluated during future metallographic inspections once the equivalent dose of the collimator will be low enough.

### VI. CONCLUSIONS

Predicting the consequences of highly energetic particle beams impacting protection devices such as collimators is a
fundamental issue in the design of state-of-the-art accelerator facilities for high energy particle physics. An experiment has recently been designed and carried out at the CERN HiRadMat facility in order to investigate the robustness and effects of beam accidents on a fully assembled collimator, based on accident scenarios in the LHC.

The performed tests entailed the controlled impact of intense and energetic proton pulses on both jaws of a tertiary collimator. Preliminary results and visual inspection of the outcome of these tests have been presented and discussed. The extent of the damage caused on the jaws of the collimator can already be observed and good agreement with the results of advanced simulations has been achieved. One immediate outcome from these tests is to define new safe 7 TeV limits for TCTs. Damage thresholds in case of an asynchronous beam dump accident on a TCT have been identified, with the threshold for the onset of plastic damage set to $5 \times 10^9 \text{p}$, the limit for tungsten fragment ejection set to $2 \times 10^{10} \text{p}$ and the limit for fifth axis compensation (with severe plastic deformation and fragment ejection) set to $1 \times 10^{11} \text{p}$.

Moreover, an extensive postirradiation campaign, implying further direct observations, nondestructive and destructive testing, is foreseen in the near future in order to provide additional valuable information. Such investigations will provide a thorough, integral assessment of beam accident scenarios together with a more in-depth view of the robustness and effects of beam impacts on a TCT.
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