Theory of coupled-bunch longitudinal instabilities in a storage ring for arbitrary rf potentials
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We present a theory of coupled-bunch longitudinal instabilities that is based on the coupled set of Vlasov equations governing the particle distribution function, and can be applied to arbitrary longitudinal potentials. We find that the coupled-bunch growth rate is given by a dispersion relation that is parametrized by the eigenvalues of the linear (harmonic) coupled-bunch matrix problem. Our theory therefore treats the wakefield-driven source of the instability and the effect of Landau damping together and on equal footing, and also indicates that the stabilizing effects of Landau damping can approximately be compared to the instability growth rates in a harmonic potential that has the same bunch length. We then apply the theory to a weakly nonlinear oscillator and to a quartic potential that is relevant for ultralow emittance storage rings that employ bunch-lengthening systems. In the latter case we find that the theory compares quite favorably with particle tracking simulations for the parameters of the planned upgrade of the Advanced Photon Source.
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I. INTRODUCTION

Coupled-bunch instabilities, which may arise when many bunches interact over many turns, can lead to multibunch oscillations, an increase in effective emittance, and a resulting reduction in storage ring performance. Classic results regarding longitudinal coupled-bunch stability can be found in many references, most notably the early works of [1,2] and the subsequent books [3,4]. However, these references (and the many cited therein) are typically restricted to simple harmonic motion in all three planes; in particular, most theoretical approaches neglect the effects of Landau damping that arise when the longitudinal motion is nonlinear. While this approximation is valid for short bunches in single rf systems as is often the case, it does not describe multiple rf systems that are used to lengthen the bunch and increase Landau damping [5–11], and it fails for the extreme stretching and highly nonlinear (possibly quartic) longitudinal potentials planned for many ultralow emittance light sources (see, e.g., [12]).

Early work describing multibunch stability in the presence of two rf systems tuned to a quartic potential was described in Ref. [13], in which the beam response was expanded via a Sacherer-like modal decomposition, and the coupling between azimuthal modes was neglected. Very general theories of collective instabilities in arbitrary potentials were developed in Ref. [14] and later in Ref. [15]. Our approach is similar in some respects to [14], but we have restricted our attention to coupled-bunch instabilities and long-range wakefields which, in our opinion, makes the final results much easier to use. Our theory can also be thought of as a generalization to the results of Thompson and Ruth [16], who showed how to formulate the coupled-bunch problem as a simple matrix equation. Indeed, our final equation involves the eigenvalues of the same coupling matrix, but these eigenvalues enter as parameters of a dispersion relation for the complex normal mode frequencies. Hence, we incorporate the potentially unstable coupled-bunch motion with the nonlinear effects of Landau damping in a unified and self-consistent framework.

In this way our approach also differs from that of Refs. [17,18], who determined stability by comparing the usual coupled-bunch growth rate to a separately calculated Landau damping rate for the longitudinal potential under consideration. Their resulting stability threshold is generally in good agreement with our approach, but our theory predicts some differences due to the fact that it is self-consistent. We point out these differences for the case where the multibunch instability is driven by a higher-order rf cavity mode, and support these predictions with tracking simulations.

We develop the theory in Sec. II, starting from the set of coupled Vlasov equations and concluding with the coupled-bunch dispersion relation (21). We then proceed in Sec. III to
apply the theory to three potentials. First, we reproduce well-known results when the force is linear and the motion is simple harmonic. Next, we solve the dispersion relation for a weakly nonlinear oscillator, finding that while the stability limit is reasonably well described by subtracting the corresponding Landau damping rate from the multibunch growth rate, the shape of the growth rate curve is somewhat changed and the effect of Landau damping decreases with the strength of the instability. Our final example applies the theory to a double rf system tuned to flatten the potential strength of the instability. Our final example applies the theory to a double rf system tuned to flatten the potential.

II. THEORY

Our theory investigates the longitudinal motion in phase space, which we parametrize using the position in the bunch $z = s - v_0 t$ and its conjugate momentum $p_z = -\delta = -(r - y_0)/\gamma_0$. Here, the co-moving coordinate $z$ is defined in terms of the independent variable along the ring $s$, the particle arrival time $t$, and the reference velocity $v_0$, which is nearly the speed of light $c$, while $p_z$ is the negative of the scaled energy deviation from the reference Lorentz factor $\gamma_0$; our definition of $p_z = -\delta$ ensures that the Hamiltonian is positive for particles above transition.

We assume that the bunches in the storage ring are well-separated from each other, so that the distribution function $F(z, p_z; s)$ of each bunch satisfies its own Vlasov equation. Hence, we have

$$\frac{dF_n}{ds} = \frac{\partial F_n}{\partial s} + \frac{dz}{ds} \frac{\partial F_n}{\partial z} + \frac{dp_z}{ds} \frac{\partial F_n}{\partial p_z} = \frac{\partial F_n}{\partial s} + \frac{\partial H}{\partial p_z} \frac{\partial F_n}{\partial z} = 0$$

for each $n$, where $0 \leq n \leq N_B - 1$ and $N_B$ is the number of bunches in the ring. As indicated, the single particle equations of motion can be obtained from the Hamiltonian $H(z, p_z; s)$. We will take the Hamiltonian to incorporate the longitudinal single bunch potential (including rf focusing and, potentially, single-bunch collective effects) and the long-range wakefields driven by, for example, higher-order modes in the rf cavities. We write the potential due to the former as $V_0(z)$ and the latter as $V_{\text{wake}}(z; s)$, so that the Hamiltonian is

$$H(z, p_z; s) = \frac{\alpha_e}{2} p_z^2 + V_0(z) + V_{\text{wake}}(z; s),$$

where $\alpha_e$ is the momentum compaction factor (for simplicity we assume that the we are above transition and the slip factor $\alpha_s = \frac{1}{2} \approx 1$) and we will deal with $V_0(z)$ later. We describe the long-range potential $V_{\text{wake}}(z; s)$ via the wakefield $W_{\text{||}}(z)$, which quantifies the one-turn energy loss of a test particle at $z$ due to a drive particle at $z = 0$. We will use the fact that $W_{\text{||}}(z > 0) = 0$, which is generally true for ultrarelativistic particles due to causality but may also apply for the long-range wakefield in a low energy ring, and note that the total energy loss for any particle is obtained by summing the contributions from all $N_B$ bunches in the ring over all previous turns.

To obtain an explicit expression for $V_{\text{wake}}(z; s)$, we normalize the distribution function $F_n$ such that $\int dz dp_z F_n = 1$, express the number of particles in bunch $n$ as $N_{n,\text{part}}$, and write the equilibrium centroid spacing between bunch $n$ and $j$ to be $L_{n,j}$, with $L_{n,j} > 0$ if $j > n$ and $L_{n,j} = -L_{j,n}$ if $j \leq n$. Then, the potential acting at position $z$ in bunch $n$ due to the other particles in bunch $j$ is given by

$$V_{\text{wake,}j}(z; s) = -\chi_j \int dz dp_z \sum_{\ell} F_j(z, p_z; s - \ell cT_0) \times \int dz' W_{\text{||}}[z' - (z + \ell cT_0 + L_{n,j})].$$

Here, $\chi_j = e^2 N_{j,\text{part}} / \gamma m c^3 T_0$ is the coupling strength, with $T_0$ the revolution time in the ring, $m$ the particle mass, and $c$ the fundamental unit of charge. The sum over $\ell$ gives the contribution of the wakefield driven by $F_j$ at all previous turns, and the total long-range potential for bunch $n$ is found by summing over all bunches,

$$V_{\text{wake}}(z; s) = \sum_{j=0}^{N_B-1} V_{\text{wake,}j}(z; s).$$

At this point our description of the multibunch dynamics has been quite general, and we are still rather far from any solution. To determine the stability of the Vlasov equation (1) under the influence of the long-range potential (3)–(4) we will begin by making two important approximations: first, we will linearize the Vlasov equation about its equilibrium; second, we will assume that the long-range potential varies slowly over the length of one bunch. Both of these approximations have been used extensively in the literature, but we have found a novel way to apply them that results in a set of equations that can be solved rather easily.

We linearize the Vlasov equation by writing $F_n(z, p_z; s) = \hat{F}_n(z, p_z) + f_n(z, p_z; s)$, where $\hat{F}_n$ is the equilibrium distribution that is independent of $s$ (i.e., static), while $f_n$ is the $s$-dependent (dynamic) perturbation, and in some sense $|f_n| \ll |\hat{F}_n|$. Separating out the equilibrium and perturbed distribution results in a similar division of the long-range potential, so that we have

$$V_{\text{wake}}(z; s) = \hat{V}_{\text{wake}}(z) + \hat{V}_{\text{wake}}(z; s).$$
where \( \tilde{V}_{\text{wake}} \) and \( \tilde{V}_{\text{wake}} \) involve a sum over \( \tilde{F}_j \) and \( f_j \), respectively. To make further progress we employ our second approximation that the wakefield varies slowly over the length of the bunch by Taylor expanding \( W_\parallel \) as [16]

\[
\int_z^z dz' W_\parallel[z - (\tilde{z} + \xi c T_0 + L_n)] = \int_z^z dz' \left[ W_\parallel(\xi) + (z - \tilde{z}) \frac{dW_\parallel}{d\xi} + \cdots \right]_{\xi = -(\xi c T_0 + L_n)} \approx \left[ z W_\parallel(\xi) + \left( \frac{1}{2} z^2 - z \tilde{z} \right) \frac{dW_\parallel}{d\xi} \right]_{\xi = -(\xi c T_0 + L_n)}. \tag{6}
\]

If we insert the expansion (6) into the static potential \( \tilde{V}_{\text{wake}} \), we find that the first and last terms give rise to an additional energy loss of each bunch that we can compensate for by adjusting the accelerating rf phase and/or voltage. Meanwhile, the second term results in an additional longitudinal focusing force that can be absorbed into \( V_0 \) with an appropriate redefinition of the synchrotron frequency.

On the other hand, because \( \int d\tilde{z} d\tilde{p}_z f_j(\tilde{z}, \tilde{p}_z; s) = 0 \), only the third term from the expansion (6) contributes to the perturbed potential \( \tilde{V}_{\text{wake}} \). Hence, the long-range wakefield due to the perturbation can be written as

\[
\tilde{V}_{\text{wake}}(\tilde{z}, s) = z \sum_{j=0}^{N_j-1} x_j \sum_{\ell=0}^{\infty} dW_\parallel \left| \xi = -(\xi c T_0 + L_n) \right| \times \int d\tilde{z} d\tilde{p}_z f_j(\tilde{z}, \tilde{p}_z; s - \xi c T_0) \tilde{z}. \tag{7}
\]

Having absorbed the equilibrium wakefields \( \tilde{V}_{\text{wake}}(\tilde{z}) \) into the definitions of \( V_0(\tilde{z}) \), the Hamiltonian now reads

\[
\mathcal{H}(z, p_z; s) = \frac{\alpha_e}{2} p_z^2 + V_0(z) + \tilde{V}_{\text{wake}}(\tilde{z}, s) = \mathcal{H}_0(z, p_z) + \tilde{V}_{\text{wake}}(\tilde{z}, s), \tag{8}
\]

where \( \tilde{V}_{\text{wake}}(\tilde{z}; s) \) is given by (7). Now, we assume that we have solved the unperturbed problem, meaning that we have found the canonical transformation from \( (z, p_z) \) to the action-angle variables \( (\Phi, I) \) of the Hamiltonian \( \mathcal{H}_0 \). Under this transformation \( \mathcal{H}_0(z, p_z) \to \mathcal{H}_0(\Phi, I) \) and \( \tilde{F}_j(z, p_z) \to \tilde{F}_j(\Phi, I) \), while the potential

\[
\tilde{V}_{\text{wake}} = z(\Phi, I) \sum_{j=0}^{N_j-1} x_j \sum_{\ell=0}^{\infty} dW_\parallel \left| \xi = -(\xi c T_0 + L_n) \right| \times \int d\Phi d\tilde{I} f_j(\Phi, \tilde{I}; s - \xi c T_0) \tilde{z}(\Phi, \tilde{I}). \tag{9}
\]

In terms of the action-angle variables, the set of linearized Vlasov equations simplify to

\[
\frac{\partial f_n}{\partial s} + \omega(\mathcal{I}) \frac{\partial f_n}{\partial \Phi} \frac{\partial \tilde{V}_{\text{wake}}}{\partial \tilde{F}_n} \frac{\partial \tilde{F}_n}{\partial I} = 0, \tag{10}
\]

where the oscillation frequency \( \omega(\mathcal{I}) = c \partial \mathcal{H}_0 / \partial I \).

Now that we have linearized the coupled Vlasov system, we can isolate the time dependence by defining

\[
f_n(\Phi, \mathcal{I}, s) = \tilde{f}_n(\Phi, \mathcal{I}) e^{-i\Omega s / c}. \tag{11}
\]

for complex \( \Omega \). In addition, we will eventually be interested in a coupled set of equations for the centroid positions, which we introduce with the notation

\[
\langle z \rangle_n = \int d\Phi d\tilde{I} \tilde{f}_n(\Phi, \mathcal{I}) z(\Phi, \mathcal{I}). \tag{12}
\]

Using the exponential time dependence (11), the centroid definition (12), and the long-range potential (9), we find that the Vlasov system (10) becomes

\[
\left[ -\frac{i \Omega}{c} + \omega(\mathcal{I}) \frac{\partial}{\partial \Phi} \right] \tilde{f}_n(\Phi, \mathcal{I}) = \frac{\partial \tilde{F}_n}{\partial \mathcal{I}} \frac{\partial z}{\partial \mathcal{I}} \sum_{j=0}^{N_j-1} x_j \langle z \rangle_j \sum_{\ell=0}^{\infty} e^{i\Omega \mathcal{I} / c} \frac{dW_\parallel}{d\xi}, \tag{13}
\]

where it should be understood that the wakefield is to be evaluated at \( \xi = -(\xi c T_0 + L_n) \).

We solve the linearized Vlasov system (13) using a method similar to that presented in [14,19,20], which we apply by writing the left-hand side as

\[
\left[ -\frac{i \Omega}{c} + \omega(\mathcal{I}) \frac{\partial}{\partial \Phi} \right] \tilde{f}_n = \frac{\omega(\mathcal{I})}{c} e^{i\Omega \mathcal{I} / c} \frac{\partial}{\partial \Phi} \left[ e^{-i\Omega \mathcal{I} / c} f_n \right]. \tag{14}
\]

Then, we multiply both sides by \( c e^{-i\Omega \mathcal{I} / c} / \omega(\mathcal{I}) \) and integrate over \( \Phi \) from \( \Phi' \) to \( \Phi' + 2\pi \). Since \( \tilde{f}_n(\Phi + 2\pi, \mathcal{I}) = \tilde{f}_n(\Phi, \mathcal{I}) \) we find that

\[
\tilde{f}_n(\Phi, \mathcal{I}) e^{-i\Omega \mathcal{I} / c} = \frac{\partial \tilde{F}_n}{\partial \mathcal{I}} \sum_{j=0}^{N_j-1} x_j \langle z \rangle_j \sum_{\ell=0}^{\infty} e^{i\Omega \mathcal{I} / c} \frac{dW_\parallel}{d\xi} \times \frac{c}{\omega(\mathcal{I})} \int_{\Phi'}^{\Phi' + 2\pi} d\Phi' \frac{\partial z}{\partial \Phi'} e^{-i\Omega \mathcal{I} / c}. \tag{15}
\]

To evaluate the right-hand-side we expand \( z \) as a Fourier series in the angle \( \Phi' \), writing \( z(\Phi', \mathcal{I}) = \sum_{m} e^{im\Phi'} z_m(\mathcal{I}) \) with \( z_m = z_m \) and \( z_0 = 0 \). In this case we can integrate over \( \Phi' \), so that after cancelling common terms we obtain
\[
\tilde{f}_n(\Phi, I) = \frac{\partial F_n}{\partial I} \sum_{j=0}^{N_b-1} \chi_j(z_j) \sum_{\ell=0}^{\infty} e^{i\ell \Omega T_0} \frac{dW}{d\xi} e^{im \phi} \times \frac{c}{\omega(I)} \sum_{m \neq 0} 2m \pi \text{m} z_m(I) e^{im \phi} \frac{m - \Omega}{\omega(I)}. \tag{16}
\]

Finally, we obtain a closed-form expression for the beam centroids \( \langle z \rangle \) by multiplying both sides of (16) by \( z \) and integrating over all phase space. In doing this, we simplify the right-hand-side using

\[
\int_0^{2\pi} d\Phi z(\Phi, I) \sum_{m \neq 0} \frac{m \pi z_m(I) e^{im \phi}}{m - \Omega / \omega} = \int_0^{2\pi} d\Phi \sum_{m \neq 0} \frac{m \pi z_m(I) z_p(I) e^{i(m+p) \phi}}{m - \Omega / \omega} = \sum_{m \neq 0} \frac{2m \pi |z_m(I)|^2}{m - \Omega / \omega} = \sum_{m=1}^{\infty} \frac{4\pi m^2 |z_m(I)|^2}{m^2 - (\Omega / \omega)^2}. \tag{17}
\]

Then, using \( \chi_j = e^{2N_j \text{part}} / \gamma mc^2 T_0 \) we find that

\[
\langle z \rangle_n = \frac{4\pi e^2}{\gamma mc^2 T_0} \sum_{j=0}^{N_b-1} N_j \text{part} \langle z \rangle_j \sum_{\ell=0}^{\infty} e^{i\ell \Omega T_0} \frac{dW}{d\xi} \int_0^0 d\xi \frac{1}{\omega(I)} \frac{\partial F}{\partial I} \sum_{m=1}^{\infty} \frac{m^2 |z_m(I)|^2}{m^2 - (\Omega / \omega)^2}. \tag{18}
\]

To arrive at (18), the only assumption we made beyond linearization was that the long-range wakefield varies slowly over the length of the bunch. The result is a system of equations for the bunch centroids in terms of equilibrium properties, so that any instability-driven shape distortions are not included (in other words, we neglect any intra-bunch coupled motion). This is often a good approximation in rings where the bunch length is much shorter than the rf-wavelength, but in other cases one could consider generalizing our approach to include some number of the higher-order moments \( \langle z^2 \rangle_n, \langle z^3 \rangle_n, \) etc., but with a commensurate increase in the complexity of the resulting equations.

Now, we will make two additional approximations in order to simplify the inter-bunch coupling into an easy-to-solve matrix problem. To do this, we first assume that the shape of the equilibrium distribution function is independent of the bunch number, so that \( F_n = F \) for all \( n \). This assumption allows us to cleanly separate the multibunch coupling from the specifics of the longitudinal potential, but also means that the following analysis may not describe large variations in the bunch profile that can arise in nonuniform fill patterns with passive harmonic systems (for those interested, we indicate how to relax this restriction in Appendix A). Second, we will assume that we can consistently approximate \( e^{i\ell \Omega T_0} \) by \( e^{i\langle \Omega \rangle T_0} \), where \( \langle \Omega \rangle \) is real and with magnitude equal to the average synchrotron frequency. This approximation is generally applicable to instabilities near threshold, in which case the wakefield results in a small perturbation to the longitudinal motion and the predicted growth rates are much smaller than \( \langle \Omega \rangle \).

In addition, there are other situations when setting \( e^{i\ell \Omega T_0} \approx e^{i\langle \Omega \rangle T_0} \) is valid because the matrix to be defined in Eq. (19) turns out to be approximately independent of \( \langle \Omega \rangle \). This occurs, for example, if the long-range wakefield is driven by a higher-order rf cavity mode whose linewidth is much larger than \( \langle \Omega \rangle \), as is the case for the APS-U example to be treated and discussed further in Sec. III C 2.

Under the two approximations just mentioned, the coupling between bunch centroids is given by a matrix that can be diagonalized in the usual way. To connect our approach to that of Ref. [16], which assumes a quadratic potential for \( V_0(z) \), we will introduce the matrix \( M \) whose components are given by

\[
M_{n,i} \equiv \frac{e^2 \sigma_i N_i \text{part}}{2\gamma mcT_0 \sigma_\delta} \int_0^\infty d\xi e^{i\langle \Omega \rangle T_0} \frac{dW}{d\xi} |z_n(z)|^2 \left[ 1 - e^{i\Omega T_0} \right] \left[ 1 - e^{i\langle \Omega \rangle T_0} \right]. \tag{19}
\]

where \( \sigma_\delta \) is the rms energy spread, \( \sigma_i \) is the rms bunch length, and \( \sigma_r = \sigma_i / c \). At present the prefactor above may seem somewhat arbitrary, but it has been chosen so that \( M \) may be computed using codes developed for single rf systems. At any rate, using these assumptions and definitions we can write the set of equations for the centroid positions (18) as

\[
\langle z \rangle_n = \frac{2\sigma_r}{\sigma_r \sigma_\delta} \sum_{j=0}^{N_b-1} M_{n,i} \langle z \rangle_j \quad \times \int_0^\infty d\xi e^{i\langle \Omega \rangle T_0} \frac{dW}{d\xi} |z_n(z)|^2 \left[ 1 - e^{i\Omega T_0} \right] \left[ 1 - e^{i\langle \Omega \rangle T_0} \right]. \tag{20}
\]

The second line in (20) is a dimensionless complex function of \( \Omega \) that contains the dependence on the longitudinal potential. This part will describe the effects of Landau damping when the dynamics is nonlinear and the oscillation frequency depends on amplitude (action). On the other hand, the first line encompasses the coupling between bunches as given by \( M \). This part only depends on \( V_0 \) via the fixed characteristic frequency \( \langle \Omega \rangle \), so that it can be treated using the usual methods developed for harmonic potentials. In particular, diagonalizing the matrix \( M \) will result in an uncoupled set of equations for the multibunch normal modes. It turns out that this diagonalization can be done analytically for a “uniform fill” in which each bunch has the same number of particles and is equally spaced throughout the ring (i.e., when \( N_i \text{part} \) and \( L_{ij,j+1} \) are independent of \( j \)). If this is not the case, one can proceed with a usual eigensolver or with a program like CLINCHOR [21]. Either way, the diagonalization entails finding a matrix \( U \) such that \( U M U^{-1} \) is diagonal, so that
The coupled-bunch eigenvector \( \tau \) then has components \( \tau_n = \sum_j U_{n,j}(z_j) \), and for each associated eigenvalue \( \lambda_n \) we get the following equation for the complex frequency \( \Omega \):

\[
1 = \frac{2\lambda_n}{\alpha_\delta} \int_0^\infty d\mathcal{I} \frac{4\pi c \alpha_\delta^2 \partial \tilde{F}}{\omega(\mathcal{I})} \tilde{F} \sum_{m=1}^\infty \frac{m^2 |s_m(\mathcal{I})/#|^2}{(\Omega/\omega(\mathcal{I}))^2 - m^2}.
\]  

(21)

### III. Applications to Specific Longitudinal Potentials

In this section we will apply the theory developed in Sec. II to several specific longitudinal potentials. To do this in a uniform and concrete manner, we will assume that the equilibrium distribution is exponential in the energy \( \mathcal{H}_0(\mathcal{I}) \) so that

\[
\tilde{F}(\mathcal{I}) \propto \exp \left[ -\frac{\mathcal{H}_0(\mathcal{I})}{\alpha_\delta} \right].
\]  

(22)

In electron storage rings the damping and diffusion due to synchrotron emission naturally drives \( \tilde{F} \) to be a Gaussian function of \( p_z \), while this assumption must be evaluated more carefully for proton machines. The exponential-in-energy equilibrium Eq. (22) implies that

\[
\frac{\partial \tilde{F}}{\partial \mathcal{I}} = -\frac{\partial \mathcal{H}_0(\mathcal{I})}{\partial \mathcal{I}} \frac{\omega(\mathcal{I})}{c \alpha_\delta} \tilde{F}(\mathcal{I}),
\]  

(23)

and our dispersion relation (21) simplifies to

\[
1 = \frac{2\lambda_n}{\alpha_\delta} \int_0^\infty d\mathcal{I} \frac{4\pi c \alpha_\delta^2 \tilde{F}(\mathcal{I})}{\omega(\mathcal{I})} \sum_{m=1}^\infty \frac{m^2 |s_m(\mathcal{I})/#|^2}{(\Omega/\omega(\mathcal{I}))^2 - m^2}.
\]  

(24)

#### A. Harmonic potential of a single rf system

For the first example we will assume that the longitudinal potential is given by the lowest-order harmonic potential of a single rf system, so that \( V_0(z) = \omega_s^2 z^2 \), and the transformation to action-angle variables is given in any number of books (e.g., [22,23]) as

\[
z = \sqrt{\frac{\mathcal{I} \alpha_\delta}{\omega_s} \cos \Phi} \quad p_z = -\sqrt{\frac{\mathcal{I} \omega_s}{\alpha_\delta}} \sin \Phi.
\]  

(25)

Making the transformation (25) results in the unperturbed Hamiltonian \( \mathcal{H}_0(\mathcal{I}) = \omega_s \mathcal{I} / c \), which in turn implies that the oscillation frequency is independent of action and that the unperturbed distribution function is an exponential function of \( \mathcal{I} \),

\[
\omega(\mathcal{I}) = \omega_s = \frac{\alpha_\delta \sigma_i}{\alpha_i} \quad \tilde{F}(\mathcal{I}) = \frac{e^{-\mathcal{I}/(\mathcal{I})}}{2\pi \mathcal{I}},
\]  

(26)

with the average action is given by \( \langle \mathcal{I} \rangle = \sigma_i \sigma_\delta \). In addition, the only nonzero Fourier coefficients of the longitudinal position are \( z_1(\mathcal{I}) = z_{1,1}(\mathcal{I}) = \sigma_s \sqrt{\mathcal{I}/2} \), and the integration over action in the dispersion relation (24) can be computed as

\[
\int_0^\infty d\mathcal{I} \frac{4\pi c \omega(\mathcal{I})}{\alpha_\delta} \tilde{F}(\mathcal{I}) \sum_{m=1}^\infty \frac{m^2 |s_m(\mathcal{I})/#|^2}{(\Omega/\omega(\mathcal{I}))^2 - m^2} = \int_0^\infty \frac{d\mathcal{I}}{(\mathcal{I} \Omega^2/\omega_s^2 - 1)} \mathcal{I}/\Omega - \omega_s^2 = \omega_s^2.
\]  

(27)

Then, we find that the dispersion relation (24) simplifies to \( \Omega^2 - \omega_s^2 = 2 \lambda_n \omega_s \). To convert this into the usual expression, we note that for small growth rates we have \( \omega_s \approx (\Omega - \lambda_n) \approx \omega_s \). Taking the positive sign implies that \( \Omega^2 - \omega_s^2 = (\Omega + \omega_s)(\Omega - \omega_s) \approx 2 \omega_s (\Omega - \omega_s) \), so the complex frequency

\[
\Omega \approx \omega_s + \lambda_n.
\]  

(28)

Hence, the nth coupled bunch mode is unstable if \( \Im(\lambda_n) > 0 \). Note that if we had chosen \( \Omega(\mathcal{I}) = -\omega_s \) the matrix \( \mathbf{M} \rightarrow \mathbf{M}^\dagger \), and we would have found that \( \Omega \approx -\omega_s \). In other words, the complex frequency has the same imaginary part (growth rate) as that in Eq. (28), but the real part of \( \Omega \) is of opposite sign. This reflects the fact that the centroid position is a real number, but otherwise gives no additional physics, so in what follows we will focus on solutions with \( \Im(\Omega) > 0 \).

#### B. Weakly nonlinear potential

In this example we will expand on our previous results by perturbing the harmonic potential of Sec. III A as

\[
\mathcal{H}_0(\mathcal{I}) = \frac{\omega_s}{c} \left[ \mathcal{I} + \frac{b}{2 \mathcal{I}} \mathcal{I}^2 \right].
\]  

(29)

We will assume that the quadratic-in-action term is small, so that the dimensionless parameter \( \bar{b} \ll 1 \). This nonlinear term could come from a higher-harmonic rf system employed to introduce additional Landau damping, or could simply originate from the next-order term in the expansion of the pendulum-like rf potential. Our approach here will be to add the new physics of Landau damping which arise when \( b \not\equiv 0 \) in the simplest manner possible. In particular, the \( \mathcal{H}_0 \) of (29) implies that the particle frequency \( \omega(\mathcal{I}) = \omega_s (1 + b \mathcal{I}/(\mathcal{I})) \), and the dominant new effect comes from the addition of two poles in the dispersion relation at

\[
\mathcal{I}_\pm = \langle \mathcal{I} \rangle \pm \omega_s \frac{\Omega - \omega_s}{b \omega_s}.
\]  

(30)

The pole at \( \mathcal{I}_\pm \) is relevant, meaning that it can cross the integration contour along \( \mathcal{I} \geq 0 \), when \( \Im(\Omega) \approx \pm \omega_s \).
respectively. As argued previously we need only investigate the case with \( \Re(\Omega) > 0 \), so that in what follows we only consider the pole \( \mathcal{I}_+ \). When \( |b| \ll 1 \) the longitudinal physics other than the frequency’s dependence on \( \mathcal{I} \) can be approximated by the \( b \to 0 \) limit, and we take

\[
\hat{F}(\mathcal{I}) \approx \frac{e^{-\mathcal{I}/(2\mathcal{I})}}{2\pi(\mathcal{I})} \quad z_1 = z_1 \approx \sigma \sqrt{\frac{\mathcal{I}}{2(\mathcal{I})}}.
\]  

(31)

Inserting (31) and \( \omega(\mathcal{I}) = \omega_s(1 + b\mathcal{I}/(\mathcal{I})) \) into the dispersion relation (24) results in the following integration:

\[
\int_0^\infty d\mathcal{I} \frac{8\pi \hat{F}[z_\epsilon(\mathcal{I})/\mathcal{I}]}{[\Omega/\omega(\mathcal{I})]^2 - 1} \approx \int_0^\infty dx \frac{2xe^{-x}}{\Omega^2/\omega_s^2 - 1 - 2bx} \approx \int_0^\infty dx \frac{xe^{-x}}{(\Omega/\omega_s - 1) - bx}.
\]  

(32)

In the first line we have dropped all \( b \neq 0 \) corrections except that which gives the pole at \( \mathcal{I}_+ \) and the associated new physics of Landau damping, while the final Eq. (32) comes from the expectation that \( \Omega \approx \omega_s \) so that \( \Omega^2 - \omega_s^2 \approx 2\omega_s(\Omega - \omega_s) \). If we now define \( \zeta \equiv (\Omega/\omega_s - 1)/b \), we find that

\[
1 = -\frac{\lambda_n}{2b\omega_s} \int_0^\infty dx \frac{x e^{-x}}{x - \frac{\zeta}{b}}.
\]  

(33)

Equation (33) defines the dispersion relation of the complex coupled bunch frequency \( \Omega \) as a function of the eigenvalue \( \lambda_n \). However, evaluating the integral is complicated by the singularity at \( x = \zeta \); in particular, integrating along the real line as indicated in (33) results in a dispersion relation that is discontinuous as \( \zeta \) goes from having a slightly positive to negative imaginary part, a fact that can be seen from the Sokhotski-Plemelj theorem

\[
\lim_{\epsilon \to 0} \int_a^b \frac{f(x)}{x \mp \epsilon} \, dx = \mathcal{P} \int_a^b \frac{f(x)}{x} \, dx \pm \pi i f(0)
\]  

(44)

for \( a < 0 < b \) with \( \mathcal{P} \) denoting the principal value. The resulting jump by \( 2\pi i \zeta e^{-\zeta} \) in Eq. (33) is unphysical, since the dispersion relation should define a smooth complex function of \( \zeta \) in terms of \( \lambda_n \). This seeming paradox was resolved by Landau [24], who noted that for a well-posed initial-value problem the Laplace transform is naturally convergent provided \( \Im(\Omega) > 0 \); so that as written the dispersion relation (33) must also have \( \Im(\zeta) > 0 \). Landau then showed that to make sense of Eq. (33) for arbitrary complex \( \zeta \) requires analytically continuing the integral to \( \Im(\zeta) < 0 \). Operationally, this means that one must deform the integration contour in Eq. (33) to be always below the pole at \( x = \zeta \), in which case the dispersion relation is a smooth function of \( \zeta \). The preceding discussion has been a brief presentation of the mathematics behind Landau damping as it applies to multibunch instabilities; good accounts of the physics of Landau damping can be found in, e.g., [3,25].

Once the Landau contour for the integration has been specified, the dispersion integral in Eq. (33) can be evaluated in terms of the exponential integral \( \text{Ei}(\zeta) \) as

\[
1 = -\frac{\lambda_n}{b\omega_s} \{1 - \zeta e^{-\zeta} \text{Ei}(\zeta) - i\pi\}.
\]  

(35)

We expect that Landau damping will be unable to contain the coupled bunch instability when the growth rate is larger than the frequency spread, \( \Im(\lambda_n) > |b\omega_s| \), in which case we will generally also have \( |\Omega - \omega_s| > |b\omega_s| \). When the instability is in some sense strong these inequalities will be well-satisfied, so that expanding (35) for \( |\zeta| \gg 1 \) yields

\[
1 = -\frac{\lambda_n}{b\omega_s} \left\{1 - \left[1 + \frac{1}{\zeta} + \frac{2}{\zeta^2} + O(\zeta^{-3})\right]\right\}
\approx \frac{\lambda_n}{b\omega_s} \left(1 + \frac{2}{\zeta}\right) = \frac{\lambda_n}{\Omega - \omega_s} \left(1 + \frac{2b\omega_s}{\Omega - \omega_s}\right).
\]  

(36)

Solving the resulting quadratic equation for \( \Omega - \omega_s \) implies that

\[
\Omega \approx \omega_s + \lambda_n + 2b\omega_s \quad \text{if} \quad \left|\frac{\lambda_n}{b\omega_s}\right| \gg 1.
\]  

(37)

Hence, we find that when the instability is strong the coupled-bunch mode frequency is shifted by both \( \Re(\lambda_n) \) and the nonlinear term \( \sim \omega_s \), while the growth rate is given by \( \Im(\lambda_n) \). If we had solved Eq. (35) to next order in \( |b\omega_s|/\lambda_n \) we would have found that the reduction in the growth rate due to the nonlinearity scales as \( |b\omega_s|/\lambda_n \); in other words, the effect of Landau damping actually decreases as the coupled-bunch matrix growth rate increases. While this particular fact may be somewhat surprising, it is not surprising that Landau damping is irrelevant to Eq. (37), since the general prescription is that Landau damping can only counter instabilities whose growth rate is of the order of the nonlinear frequency spread \( |b\omega_s| \).

To investigate the dynamics when Landau damping plays an important role, we now consider the case when Landau damping just balances the destabilizing long-range wakefields, so that the coupled bunch mode frequency \( \Omega \) is purely real and \( \Im(\zeta) = 0 \). Then, we can identify the Landau damping rate by the imaginary part of \( \lambda_n \) for which Eq. (35) is satisfied when \( \zeta \) is real. We start by assuming that the eigenvalue \( \lambda_n \) would give pure growth for a simple harmonic potential, \( \lambda_n = i\nu \) with \( \nu \) real and greater than zero. Then, solving the imaginary part of Eq. (35) implies that

\[
1 = \zeta_0 e^{-\zeta_0} Ei(\zeta_0) \quad \text{or} \quad \zeta_0 \approx 1.347.
\]  

This in turn means that the collective bunch motion oscillates with a frequency
Ω ≈ \omega_s (1 + 1.347 b), \quad (38)

while plugging \( \zeta_0 \) into the real part of (35) shows that Landau damping counteracts the matrix growth rate

\[ \nu = \frac{\lambda_n}{\Gamma} = \frac{e^{i \phi}}{\pi \xi_0} b \omega_s \approx 0.9089 b \omega_s. \quad (39) \]

Equation (39) agrees with the physical intuition that the Landau damping rate is of order the frequency spread \( |b \omega_s| \). Interestingly, it is also about 12\% larger than that of Ref. [26,27].

Further analysis requires a more complete model of \( \lambda_n \); for this purpose we will assume that the multibunch instability is driven by a single higher order mode (HOM) with resonant frequency \( \omega_{\text{HOM}} \) and quality factor \( Q \). For simplicity we also assume that \( \omega_s \ll \omega_{\text{HOM}} / 2Q \ll \omega_0 = 2 \pi / T_0 \); the first condition implies that the width of the resonance is much larger than the synchrotron frequency, while the second means that the HOM damping time is much longer than the revolution time so that the HOM overlaps with only one revolution harmonic. In this case the unstable matrix eigenvalue can be approximated by

\[ \lambda_n \approx \nu - i + \sigma \frac{i}{1 + \sigma^2}, \quad (40) \]

where the dimensionless frequency difference from a revolution harmonic is \( \sigma = (\omega_{\text{HOM}} - N \omega_0) (2Q / \omega_{\text{HOM}}) \) for integer \( N \). The strength of the instability is proportional to the total beam current \( I_{\text{total}} \) and the HOM shunt impedance \( R_s \), being characterized by the growth rate

\[ \nu = \frac{e I_{\text{total}}}{2 \gamma mc^2} R_s \omega_{\text{HOM}} \sigma_0 i e^{-\omega_{\text{HOM}}^2 \sigma^2}. \quad (41) \]

We can now use Eqs. (35) and (40) to investigate multibunch stability as a function of the HOM parameters \( \omega_{\text{HOM}} \) and \( R_s \). In Fig. 1(a) we plot the coupled-bunch growth rate as a function of the HOM frequency difference from a revolution harmonic for four values of the HOM strength as characterized by the maximum matrix growth rate \( \nu \). When the matrix growth rate equals the characteristic nonlinear frequency shift, \( \nu = b \omega_s \), the magenta line in Fig. 1(a) shows that the curve of \( 3(\Omega) \) just barely crosses the instability threshold near \( |\sigma| \approx 0 \), which is consistent with Eq. (39). As the matrix growth rate (i.e., HOM strength \( R_s \)) increases, the coupled bunch mode is unstable over a wider range of \( \omega_{\text{HOM}} \) and with a larger growth rate, as expected. Interestingly, the instability curve is not symmetric about the revolution harmonic, and is instead skewed toward HOM frequencies just below \( N \omega_0 \). This differs from the usual case of a quadratic potential, which has a maximum growth rate when \( \omega_{\text{HOM}} = N \omega_0 + \omega_s \); since we have assumed that \( \omega_s \ll \omega_{\text{HOM}} / 2Q \) this small upward shift satisfies \( 0 < \sigma < 1 \) and is not noticeable on Fig. 1(a).

To further emphasize these points, Fig. 1(b) compares the weakly nonlinear instability curves with \( \nu = 4 b \omega_s \) (red) and \( \nu = 2 b \omega_s \) (dark blue) to predictions for the same matrix growth rate \( \nu \) but in a purely quadratic potential (magenta and cyan lines, respectively). The latter simple harmonic oscillator (SHO) curves are nearly symmetric about \( \omega_{\text{HOM}} = N \omega_0 \) and have a maximum growth rate \( 3(\Omega) \approx \nu / \sigma \) when \( \sigma \approx 0 \). This is in clear contrast to the case when the oscillation frequency depends on amplitude. For example, when \( \nu = 2 b \omega_s \) the nonlinearity completely stabilizes the coupled bunch mode when \( \sigma \gtrsim 1 \), but provides much less effective damping when \( \sigma < 0 \). At the revolution harmonic \( \sigma = 0 \), the nonlinear growth rate is approximately \( 0.6 b \omega_s \) lower than that of the quadratic potential SHO 2, which is a somewhat smaller reduction than the Landau damping rate of \( 0.9 b \omega_s \) predicted in Eq. (39). The Landau damping at \( \sigma = 0 \) is even less effective when the matrix growth rate
doubles to $4b_{0}\alpha$: Fig. 1(b) indicates that in this case the nonlinearity only reduces the growth rate by about $0.4b_{0}\alpha$.

These findings are consistent with the discussion following Eq. (37), in which we noted that the effective Landau damping rate becomes less as $\nu$ increases.

In summary, Fig. 1 shows that the coupled bunch growth rate in a nonlinear potential cannot be strictly reduced to a single Landau damping rate; the nonlinearity reduces the growth rate much more significantly when $\omega_{HOM} > N\omega_{0}$, and becomes less effective as the strength of the instability grows. Nevertheless, we find that the usual method to assess stability by subtracting the Landau damping rate from the predicted matrix growth rate $\nu$ does appear to provide a useful quantitative estimate when the predicted instability growth rates are small.

C. Quartic potential of a double harmonic rf system designed for bunch lengthening

We now conclude our examples by calculating the multibunch growth rates for a quartic longitudinal potential, $V_{0}(z) \propto z^{4}$, and by comparing the theory to tracking simulations. The motion in a quartic potential is fundamentally nonlinear, in that as the amplitude decreases to zero so too does the oscillation frequency. Nevertheless, we will find that the multibunch stability in a quartic potential shares the main features with the weakly nonlinear one that we discussed in the previous section: the growth rate curves are skewed toward negative detunings $\sigma < 0$, and the effects of Landau damping decrease as the strength of the instability increases. Here, however, these effects can no longer be considered as a perturbation of the usual harmonic oscillator.

1. Instability theory in a quartic potential

A quartic potential may arise in a storage ring by employing an rf system with two or more frequencies. In the simplest example we imagine having two rf systems, with a main cavity at the fundamental frequency $\omega_{0}$, and a harmonic cavity at frequency $h\omega_{0}$ for some integer $h$. Then, the total potential is

$$V_{0}(z) = V_{1} \sin(\omega_{1}z/c + \phi_{1}) + V_{h} \sin(h\omega_{0}z/c + \phi_{h}).$$

We Taylor expand (42) assuming $|h\omega_{0}/c| \ll 1$, and obtain a quartic potential by choosing the parameters $V_{h}/V_{1}$, $\phi_{1}$, and $\phi_{h}$ for a given $V_{1}$ such that the quadratic and cubic terms vanish while the linear term just cancels the equilibrium energy loss. The resulting $z^{4}$ potential is of particular importance for next generation ultralow emittance storage rings including MAX-IV [28] and the APS-U [28,29], which rely on harmonic rf systems to increase lifetime and decrease emittance growth due to intrabeam scattering by stretching the bunch length.

Having made an appropriate choice of parameters such that the linear, quadratic, and cubic terms in the Taylor expansion of Eq. (42) have been removed, we now have $V_{0}(z) \propto z^{4}$. We will find it convenient to parametrize the resulting quartic oscillator in terms of the rms bunch length $\sigma_{z}$ and energy spread $\sigma_{\varepsilon}$ as follows:

$$\mathcal{H}_{0}(z, p_{z}) = \frac{\alpha_{z}}{2} p_{z}^{2} + \frac{\alpha_{z}^{2}\Gamma(3/4)^{2}}{\sigma_{z}^{2}\Gamma(1/4)^{2}} z^{4}$$

$$= \alpha_{z}^{3} \frac{\sqrt{2\Gamma(3/4)^{3}/2 \mathcal{I}}} {\sqrt{2\Gamma(1/4)^{3}/2 \sigma_{\varepsilon}\sigma_{z}}} \left(\frac{3\mathcal{I}}{4\sigma_{\varepsilon}\sigma_{z}}\right)^{4/3}.$$  

Here, $\Gamma(x)$ is the usual Gamma function, and the second line expresses the potential in terms of the longitudinal action $\mathcal{I}$ (for details see Appendix B). Using the Hamiltonian (44) we find that

$$\omega(\mathcal{I}) = c \frac{\partial \mathcal{H}_{0}}{\partial \mathcal{I}} = \frac{4\alpha_{z}}{\sigma_{z}} \frac{(\Gamma(3/4))^{2}}{(\Gamma(1/4))^{3/2}} \left(\frac{3\mathcal{I}}{4\sigma_{\varepsilon}\sigma_{z}}\right)^{4/3}.$$  

so that the longitudinal frequency scales with the oscillation amplitude to the one-third power.

The dynamics of a quartic oscillator is fundamentally nonlinear, since the oscillation frequency is proportional to a power of the oscillation amplitude. For this reason it is less obvious what multibunch growth rates are reduced by the effects of Landau damping. From a facility perspective, it is natural to compare the coupled bunch growth rates of the quartic potential due to the double rf system with those of the usual quadratic potential obtained when only the main rf cavities operate (i.e., to compare the dynamics of a double rf system to that of (42) with $V_{h} = 0$). However, in this case the benefits of Landau damping are countered by the smaller mean synchrotron frequency in the quartic potential, so that the growth rates in a double rf system with flattened $V_{0}(z)$ are typically larger than those when the harmonic cavity is turned off. On the other hand, we have shown that the matrix growth rate that enters Eq. (24) is derived from a harmonic potential whose equilibrium bunch length is the same as that of the combined main and harmonic systems. Hence, if one wants to understand the coupled dynamics in terms of a growth rate that is reduced by Landau damping, the appropriate theoretical comparison is between the quartic oscillator and this fictitious harmonic potential with identical $\sigma_{z}$.

Now, we proceed to calculate the dispersion equation (24) associated with multibunch stability in a quartic longitudinal potential. Doing so requires two more quantities beyond the Hamiltonian (44) and the amplitude-dependent frequency (45), namely, the unperturbed distribution function $\tilde{F}(\mathcal{I})$, and the Fourier coefficients of longitudinal position $z$. The first of these merely requires finding the appropriate normalization for the exponential-in-energy $\tilde{F}$ given in Eq. (22); as we show in Appendix B, requiring $\int d\Phi d\mathcal{I} \tilde{F}(\mathcal{I}) = 1$ implies that
A double rf system is dispersion relation for the quartic potential associated with improve matters by changing the integration variable to

\[ z_1(I) = \sigma_z \left( \frac{3 \sqrt{\pi I}}{2 \sqrt{2 \sigma_\delta \sigma_z}} \right)^{1/3} 4 \sqrt{\pi I} (3/4) e^{-\pi/2} \Gamma(1/4)(1 + e^{-\pi}). \]  

Now we insert the quartic quantities (45) into the dispersion relation (24) and simplify. In particular, we improve matters by changing the integration variable to

\[ x = \frac{\pi^{1/3} \Gamma(3/4)}{2^{1/3} \Gamma(1/4)} \left( \frac{3 I}{\sigma_\delta \sigma_z} \right)^{2/3} \]

and by introducing the dimensionless frequency

\[ \zeta = \frac{\Gamma(1/4) \Omega \sigma_i}{2^{5/4} \Gamma(3/4)^2 \sigma_\delta \sigma_z} \approx 1.015 \frac{\Omega \sigma_i}{\alpha_\delta \sigma_\delta}. \]

In equilibrium the synchrotron frequency for a harmonic potential satisfies \( \omega_z = \alpha_\delta \sigma_\delta / \sigma_z \), so that \( \zeta \approx \Omega / \omega_z \) for this \( \omega_z \). Using (48) and (49) we find that the multibunch dispersion relation for the quartic potential associated with a double rf system is

\[ 1 = \frac{\lambda_n \sigma_i}{\alpha_\delta \sigma_\delta \Gamma(1/4)(1 + e^{-\pi})^2} \left[ \int_0^\infty dx x^{5/2} e^{-x^2} - B(\zeta) \right]. \]  

where \( B(\zeta) \) comes from analytically continuing the dispersion relation along the Landau contour, and is given by

\[ B(\zeta) = \begin{cases} 0 & \text{if } \Im(\zeta) > 0 \\ \pi i \zeta^3 e^{-\zeta^2} & \text{if } \Im(\zeta) = 0 \\ 2\pi i \zeta^5 e^{-\zeta^2} & \text{if } \Im(\zeta) < 0 \end{cases} \]

A similar dispersion relation was also derived in [14].

The procedure for determining multibunch stability is essentially the same as that detailed previously: we first determine the matrix growth rate \( \lambda \) by solving the coupled-bunch eigenvalue problem for a (fictitious) harmonic potential whose bunch length \( \sigma_i \) is the same as that of the quartic potential under consideration; then, we insert the \( \lambda \) with largest imaginary part into Eq. (50) and numerically solve the dispersion integral to find \( \zeta = \Omega \sigma_i / \alpha_\delta \sigma_\delta \); the coupled bunch growth rate is given by the imaginary part of \( \Omega \), with \( \Im(\Omega) > 0 \) indicating instability. In the next subsection we turn to illustrating and validating this theory using an example from the APS-U, in which we compare predictions of Eq. (50) to those of tracking simulations.

### 2. Comparing theory to tracking for the APS-U

To fully understand how we compare simulation results to theory, we begin with an introductory description of the APS-U parameters and our tracking simulation techniques, and then proceed to compare the growth rates predicted from theory to those found in simulation. The APS-U plans to retain twelve 352 MHz main rf cavities that are presently in operation at the APS. These cavities have been extensively characterized, and five HOMs per cavity have been identified that may drive coupled-bunch instabilities. We list these HOMs and their parameters in Table I. In general, the precise values of \( f_{\text{HOM}} \) are not known and may differ between cavities by amounts greater than the revolution frequency \( f_0 = 1/T_0 \), so that a conservative stability analysis of the full system typically randomizes the values of \( f_{\text{HOM}} \) for each cavity over the range of one revolution harmonic [30,31]. Doing this for the full contingent of \( 5 \times 12 = 60 \) HOMs leads to a forest of unstable conditions depending upon the overlap of possibly several HOMs that have \( T_0 f_{\text{HOM}} \) close to an integer [32]; here, for clarity we will assume that only one 921 MHz cavity HOM is close enough to a revolution harmonic to drive an instability.

The APS-U lattice is a seven-bend achromat based upon the hybrid design of Ref. [33], which was first scaled to fit the APS footprint, then modified to incorporate reverse/anti-bends to lower the emittance [34,35], and finally extensively optimized [36]. The longitudinal lattice and rf parameters used in the simulations are listed in Table II; while the APS-U lattice has continued to evolve, the present (and we expect final) parameters are very similar. Note in particular that the list include a bunch-lengthening rf cavity operating at the fourth harmonic (\( f_4 \approx 1.4 \) GHz), and that the main and harmonic parameters are chosen to flatten the longitudinal potential to \( z^4 \).

We simulate the APS-U ring by tracking 50 000 particles per bunch in 48 equally-spaced bunches through a number of elements using the tracking code ELEGANT [37]. Particle coordinates are advanced around the ring via the ILMATRIX element, which allows for fast, symplectic particle tracking.

### Table I. Parameters of the five potentially problematic HOMs for the APS-U

<table>
<thead>
<tr>
<th>HOM (MHz)</th>
<th>Rs (kΩ)</th>
<th>Q/10^3</th>
<th>1/T_0</th>
<th>f_{HOM}/2Q</th>
<th>f_4 (kHz)</th>
<th>\langle f_4 \rangle (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>921</td>
<td>620</td>
<td>106</td>
<td>272</td>
<td>4.3</td>
<td>0.53</td>
<td>\sim 0.15</td>
</tr>
<tr>
<td>1205</td>
<td>495</td>
<td>94</td>
<td>272</td>
<td>6.4</td>
<td>0.53</td>
<td>\sim 0.15</td>
</tr>
<tr>
<td>1500</td>
<td>396</td>
<td>89</td>
<td>272</td>
<td>8.4</td>
<td>0.53</td>
<td>\sim 0.15</td>
</tr>
<tr>
<td>1645</td>
<td>236</td>
<td>24</td>
<td>272</td>
<td>34</td>
<td>0.53</td>
<td>\sim 0.15</td>
</tr>
<tr>
<td>1700</td>
<td>300</td>
<td>37</td>
<td>272</td>
<td>23</td>
<td>0.53</td>
<td>\sim 0.15</td>
</tr>
</tbody>
</table>
through a periodic cell including chromatic and amplitude-dependent tunes, beta functions, dispersion, and path-length. ILMATRIX does this by computing a linear matrix for each particle that is determined from the initial particle coordinates and user-supplied parameters including the Twiss parameters, tunes, dispersion, etc., and how these quantities depend on the particle energy (giving chromatic effects through third order in $p_z$) and on the transverse coordinates (modeling the amplitude-dependent tunes and path length). For our purposes here the transverse dynamics are largely irrelevant and are retained only for completeness, while the primary quantity of interest is the momentum compaction $\alpha_c$ (the second order momentum compaction is also included in the simulations, but does not affect the results).

In addition, the ELEGANT simulations model the rf acceleration and focusing via two prescribed RFCA elements that are tuned as listed in Table II. This is a simplification of the passive (beam-driven) higher-harmonic cavity planned for the APS-U, although this approximation should not significantly affect the instability physics. Finally, the 48 equally-spaced bunches communicate with each other to possibly drive multi-bunch instabilities via the long-range REMODE element, which models a single 921 MHz HOM with parameters listed in Table I using the fundamental theorem of beam loading and phasor rotation. In the simulation we first wait 5000 cycles for the beam to approach an equilibrium, and then slowly introduce the HOM by ramping $R_s$ from zero to its given value over 5000 cycles. We then simulate the dynamics for an additional 15 000 to 50 000 cycles to see if an instability develops, and fit the growth in energy centroid oscillations to an exponential. We originally also tried to fit a “Landau damping rate” by exciting the coupled-bunch motion and then letting it damp, but were unable to drive the marginally stable coupled-bunch oscillation without also reducing the synchrotron tune spread and, hence, the effects of Landau damping.

Having set the stage, it’s now time to compare results from our ELEGANT simulations to theoretical predictions for the APS-U. We will make these comparisons using simulations that both omit and then include the damping and diffusion due to synchrotron emission. To ensure that all simulations have the same longitudinal distribution and synchronous phase for identical rf cavity settings, those without damping and diffusion replace the physics of synchrotron emission with a uniform energy loss $U_0$ for all particles once per turn. Furthermore, since our theory was derived from the Vlasov equation it does not strictly apply when synchrotron emission is included; we will find that approximating the effects of synchrotron radiation by a simple damping works well if the predicted growth rate is relatively large, but becomes less good near threshold when the instability growth rate is comparable to the radiation damping rate.

Our first example compares the theoretical coupled-bunch instability threshold for a single HOM to that found in ELEGANT simulations with no synchrotron emission. We vary the strength of the instability by changing the shunt impedance $R_s$, but otherwise use the parameters of the HOM from Table I whose frequency $f_{\text{HOM}}$ is close to $3389 f_0 \approx 920.6$ MHz; as indicated by Table I, this HOM satisfies $f_{\text{HOM}}/2Q \gg f_j$, so that the corresponding coupling matrix $\mathbf{M}$ is approximately independent of $\langle \Omega \rangle$. To validate the theory we will compare the simulated and theoretically predicted threshold $\lambda(\lambda_{\text{thresh}})$, defined to be the minimum value of the growth rate associated with the HOM $\lambda$ given in Eqs. (40)–(41). This $\lambda(\lambda_{\text{thresh}})$ can be interpreted as the effective Landau damping rate, since it corresponds to the expected growth rate for a simple harmonic potential with the same bunch length $\sigma_t$. We determine $\lambda_{\text{thresh}}$ from the simulations by slowly increasing the shunt impedance in steps, and noting the value of $R_s$ for which a coupled-bunch instability is first observed.

The results for this “Landau damping rate” are summarized in Fig. 2(a), where we have scaled $\lambda(\lambda_{\text{thresh}})$ by the quantity $\alpha_c \sigma_\delta / \sigma_t \approx 1.24(2\pi f_j)$ to make this comparison in terms of dimensionless parameters. We see that the theory well predicts the instability threshold over a wide range of HOM detuning when there is no synchrotron damping.

Furthermore, Fig. 2(a) shows that the effects of Landau damping decrease at large detunings and are not symmetric about $\sigma = 0$; on resonance the theory predicts an instability threshold of $0.19 \alpha_c \sigma_\delta / \sigma_t$, which agrees reasonably well with the Landau damping rate of 0.176 $\alpha_c \sigma_\delta / \sigma_t$ that is given by Bosch et al. [18].

We continue our comparisons of theory to simulation in Fig. 2(b) with more traditional plots of the predicted growth rate as a function of the detuning from resonance $\sigma = (2Q \omega_{\text{HOM}})(\omega_{\text{HOM}} - N \omega_0)$, with $N f_0 = N/T_0 = 3389 f_0 \approx 920.6$ MHz. For this we again apply no synchrotron radiation damping and use the 921 MHz HOM parameters of Table I (with fixed $R_s$). Figure 2(b) shows

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Momentum compaction</td>
<td>$\alpha_c$</td>
<td>$3.96 \times 10^{-5}$</td>
</tr>
<tr>
<td>Bunch length</td>
<td>$\sigma_t$</td>
<td>51.3 ps</td>
</tr>
<tr>
<td>Energy spread</td>
<td>$\sigma_\delta$</td>
<td>0.127%</td>
</tr>
<tr>
<td>Energy loss/turn</td>
<td>$U_0$</td>
<td>2.74 MeV</td>
</tr>
<tr>
<td>Revolution time</td>
<td>$T_0$</td>
<td>3.68 $\mu$s</td>
</tr>
<tr>
<td>Damping time</td>
<td>$\tau_*$</td>
<td>20.1 ms</td>
</tr>
<tr>
<td>Main rf frequency</td>
<td>$\omega_{Rf}/2\pi$</td>
<td>352 MHz</td>
</tr>
<tr>
<td>Main rf voltage</td>
<td>$V_1$</td>
<td>4.43 MV</td>
</tr>
<tr>
<td>Main rf phase</td>
<td>$\phi_1$</td>
<td>138.7°</td>
</tr>
<tr>
<td>Harmonic rf voltage</td>
<td>$V_4$</td>
<td>0.852 MV</td>
</tr>
<tr>
<td>Harmonic rf phase</td>
<td>$\phi_4$</td>
<td>347.6°</td>
</tr>
<tr>
<td>Total current</td>
<td>$I_{\text{tot}}$</td>
<td>200 mA</td>
</tr>
<tr>
<td>Number of bunches</td>
<td>$N_b$</td>
<td>48</td>
</tr>
</tbody>
</table>
that the theory and simulation agree quite well over the entire range of instability, and that the predicted growth rates are consistently lower than those of the fictitious simple harmonic oscillator (SHO) with matching bunch length $\sigma_t \approx 51$ ps. Furthermore, Fig. 2(b) also shows that the growth rate curves in the quartic potential are skewed toward negative frequency detunings, much like the weakly nonlinear example of the previous section. In particular, the maximum growth rate occurs when $f_{HOM}$ is below the revolution harmonic such that $\varpi \approx -\frac{1}{5}$, which is significantly larger than the average synchrotron frequency $f_s \approx 0.035(f_{HOM}/2Q)$. Furthermore, the frequency shift with the largest growth rate is in the opposite direction to that in a simple harmonic potential, since $\mathfrak{I}(\Omega)$ is maximized in an SHO when $f_{HOM} = Nf_0 + f_s$ for integer $N$.

Finally, we close by comparing the simulated and theoretical growth rate curves in the case where we include synchrotron emission in the simulations and theory, the latter of which we model by subtracting the synchrotron damping rate of $49/s$ from the computed growth rate. This is not strictly valid since the physics of synchrotron emission involve damping and diffusion that are described by a Fokker-Planck rather than Vlasov equation, and we...
will find that the agreement between theory and simulation suffers somewhat as the synchrotron damping rate becomes comparable to theoretical growth rate.

We plot the growth rate curves including synchrotron emission in Fig. 3. Figure 3(a) plots the growth rate curves from theory and simulation for the HOM parameters listed in Table I, showing very good agreement between the two. Hence, we predict that the APS-U will have to contend with longitudinal coupled-bunch instabilities driven by cavity HOMs whose growth rates may approach 450 1/s. Presently, the APS-U plans to deal with this instability using a combination of a longitudinal feedback system and cavity temperature tuning, in which the rf cavity temperature is adjusted to shift \( f_{\text{HOM}} \) away from a revolution harmonic. In addition, Fig. 3(a) shows that the physics of synchrotron emission can be approximated by the damping term \( e^{-\sigma t} \) when theoretical growth rate is much larger than \( 1/\tau_z \).

In contrast to this, panel (b) of Fig. 3 indicates that the simple damping approximation becomes less appropriate as the theoretical growth rate becomes comparable to \( 1/\tau_z \). The red and magenta lines plot the growth rates obtained from ELEGANT when \( \lambda = \infty \), and showed that its potential the growth rate is an asymmetric function of the coupled-bunch instabilities, and showed that in a nonlinear limit of simple harmonic motion Eq.(24) reduces to the same bunch length. We applied the theory to HOM-driven driven multibunch instability with the effects of Landau and synchrotron damping by a factor of 2 and 3, respectively, while keeping \( R_s/Q \) constant. In the former case when \( R_s \rightarrow R_s/2 \) the agreement to the blue theory line is still adequate, but when the \( R_s \rightarrow R_s/3 \) ELEGANT predicts an instability growth rate near resonance of \( \lambda (\Omega) \approx 1/\tau_z \approx 50 \) 1/s. This implies that the effects of Landau and synchrotron damping are not additive near the instability threshold, and that accurately predicting the growth rate requires a more sophisticated theory.

IV. CONCLUSIONS

We have derived a theoretical description of longitudinal coupled-bunch instabilities for arbitrary longitudinal potentials. We find that the coupled-bunch growth rate \( \Omega \) is given by the dispersion relation (24), where \( \lambda \) is the matrix growth rate of an associated harmonic potential having the same bunch length. Hence, the theory combines the wakefield-driven multibunch instability with the effects of Landau damping in a uniform and self-consistent manner. In the limit of simple harmonic motion Eq. (24) reduces to the usual, well-known formula, while for more general potentials its solution agrees reasonably well with the usual approach that separately calculates growth and damping, provided the former growth rate is computed using the same bunch length. We applied the theory to HOM-driven coupled-bunch instabilities, and showed that in a nonlinear potential the growth rate is an asymmetric function of the HOM frequency difference from a revolution harmonic, being skewed towards negative frequency detuning in contrast to the usual simple harmonic theory. Finally, we applied the theory to a quartic potential relevant for the bunch-lengthening at the APS-U, and showed that its predictions agree well with simulations using the tracking code ELEGANT.
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APPENDIX A: EXTENSION TO CERTAIN NONUNIFORM FILLS

Our theory as presented becomes seemingly intractable if the background distribution varies across bunches: in general finding \( \Omega \) requires solving an \( N_b \times N_b \) matrix dispersion integral. Here, we use methods developed in Ref. [38] to show that a rather simple generalization to the dispersion relation (21) is possible if the ring is filled with two or more essentially identical trains of bunches. Within each bunch train the background \( F_n (\lambda) \) can vary according to bunch number, but the approximate periodicity permits analytic calculation of the matrix eigenvalues \( \lambda \). Such bunch patterns may arise due to rf transients in the main and harmonic cavities when gaps are introduced to combat ion instabilities. For this calculation, we let \( 1/(MT_0) \) be the minimum spacing between bunches (equispaced bunches have \( M = N_b \)), and define

\[
D_n (\Omega) = \int_0^\infty d\lambda \, \frac{4\pi c \alpha^2 \sigma_z^2}{\omega (\lambda)} \frac{\partial F_n}{\partial \lambda} \sum_{m=1}^\infty \frac{m^2 |z_m| \sigma_z^2}{\Omega^2 - (\Omega/\omega)^2}.
\]

Then, Eq. (18) can be written as

\[
\frac{\langle z \rangle_n}{D_n} = \frac{4\pi \alpha^2}{\gamma mc^2 T_0} \sum_{j=0}^{M-1} N_{\text{part}} D_j \int_0^\infty e^{i\xi (\Omega)/T_0} \frac{dW}{d\xi} \bigg|_{\xi = -cT_0 (\xi + (j-n)/M)}.
\]

Next, we introduce the coupled-bunch modes

\[
\tau_\mu = \sum_{n=0}^{M-1} \langle z \rangle_n e^{-2\pi in/2} e^{-in/\Omega/T_0} \quad (A3)
\]

\[
\langle z \rangle_n \frac{
}{D_n} = \frac{e^{in/\Omega/T_0}}{M} \sum_{\mu=0}^{M-1} \tau_\mu e^{2\pi in/2} \quad (A4)
\]

in terms of which Eq. (A2) can be written as
\( \tau_{\mu} = \frac{4\pi e^2}{\gamma mc^2 T_0} \sum_{n, j, \mu} N^\text{part}_j \frac{D_j}{M} e^{2\pi i j (\mu' - \mu)}/M \tau_{\mu'} \times \sum_{\xi = c T_0(\xi + (n - j))/M} e^{-i[(\Omega + 2\sigma mu)/\xi]/c} dW_i/\xi /d\xi \) 
\[ \times \sum_{k = 0}^\infty e^{ik(2\sigma mu + (\Omega)T_0)/M} dW_i/\xi /d\xi |_{\xi = -k T_0 / M}. \] (A5)

The second equality comes from replacing the summation indices \( n \) and \( \xi' \) with \( k \) as suggested by [38]. Then, we separate the sum over \( \mu' \) to find
\( \tau_{\mu} = \frac{4\pi e^2}{\gamma mc^2 T_0} \sum_{j = 0}^M N^\text{part}_j \frac{D_j}{M} \sum_{k = 0}^\infty e^{ik(2\sigma mu + (\Omega)T_0)/M} dW_i/\xi /d\xi |_{\xi = -k T_0 / M} \times \sum_{k = 0}^\infty e^{ik(2\sigma mu + (\Omega)T_0)/M} dW_i/\xi /d\xi |_{\xi = -k T_0 / M}. \) (A6)

The first two lines represent the diagonal part of the matrix, while the last two lines give the coupling between modes \( \tau_{\mu'} \). If the bunch pattern is comprised of two or more approximately identical bunch trains, then the sum over \( j \) in the coupling vanishes, and stability is given setting the weighted sum of dispersion integrals from the top lines of (A6) equal to unity.

APPENDIX B: ACTION-ANGLE VARIABLES

AND RELATED CALCULATIONS

FOR A QUARTIC OSCILLATOR

We begin with the flattened Hamiltonian governing the synchrotron motion,
\[ \tilde{H}_0(z, p_z) = \frac{\alpha_c}{2} p_z^2 + \frac{\kappa}{4} z^4, \] (B1)
where \( \kappa \) characterizes the strength of the quartic potential. In equilibrium the distribution function is a Gaussian function in the energy, so that
\[ \tilde{F}(z, p_z) = \frac{(\kappa / \alpha_c)^{1/4}}{\sqrt{\pi \sigma_\delta^2 / \Gamma(1/4)}} \exp \left[ -\frac{\tilde{H}_0(z, p_z)}{\alpha_c \sigma_\delta^2} \right], \] (B2)
and the normalization is set so that integrating \( \tilde{F} \) over all phase space equals unity; this can be verified as follows:
\[ \int dz dp_z \tilde{F} = \int_{-\infty}^{\infty} dz dp_z \frac{(\kappa / \alpha_c)^{1/4} e^{-p_z^2 / 2\sigma_\delta^2} e^{-z^4 / 4\alpha_c}}{\sqrt{\pi \sigma_\delta^2 / \Gamma(1/4)}} = \frac{2(4\kappa / \alpha_c)^{1/4}}{\sigma_\delta^2 \Gamma(1/4)} \int_0^{\infty} dz e^{-z^4 / 4\alpha_c \sigma_\delta^2} = \frac{1}{\Gamma(1/4)} \int_0^{\infty} dx e^{-x^2 / \chi} = 1. \] (B3)

Now, we would like to parametrize the Hamiltonian by the equilibrium bunch length and energy spread. For this purpose we calculate
\[ \sigma_z^2 = \int dz dp_z z^2 \tilde{F}(z, p_z) = \frac{(4\kappa / \alpha_c)^{1/4}}{\sigma_\delta^2 \Gamma(1/4)} \int_0^{\infty} dz z^2 \exp \left[ -\frac{\kappa z^2}{4\alpha_c \sigma_\delta^2} \right] = \left( \frac{4\kappa}{\alpha_c \sigma_\delta^2} \right)^{1/4} \left( \frac{4\alpha_c \sigma_\delta^2}{\kappa} \right)^{3/4} \frac{1}{2 \Gamma(1/4)} \int_0^{\infty} dx e^{-x^2 / \chi} = \left( \frac{4\alpha_c \sigma_\delta^2}{\kappa} \right)^{1/2} \frac{\Gamma(3/4)}{\Gamma(1/4)}. \] (B4)

Hence, the potential strength \( \kappa \) can be eliminated by
\[ \kappa = \left[ \frac{\Gamma(3/4)}{\Gamma(1/4)} \right]^2 \frac{4\alpha_c \sigma_\delta^2}{\sigma_z^2}, \] (B5)
and we have
\[ \tilde{F}(z, p_z) = \left[ \frac{2\Gamma(3/4)}{\pi \Gamma(1/4)} \right]^{1/2} \frac{1}{\Gamma(1/4) \chi^2 / \sigma^2} \times \exp \left\{ -\frac{p_z^2}{2\sigma_\delta^2} - \frac{\Gamma(3/4)}{\Gamma(1/4)} \frac{z^4}{\chi^2} \right\}. \] (B6)

Now, we introduce the action-angle variables associated with \( H_0(z, p_z) \). The action is easy enough to find; for a particle whose energy is \( H \) (i.e., on its trajectory the value of \( H_0 \) is \( H \)), we apply the standard definition (see, e.g., [22,23])
\[ I(H) = \frac{1}{2\pi} \int dz p_z (z, H) \] 
\[ = \frac{2}{\pi} \int_0^{(4H / \kappa)^{1/4}} \frac{dz}{\sqrt{2H / \alpha_c}} \sqrt{1 - \frac{\kappa z^2}{4H}} = \frac{2}{\pi} \left( \frac{16H^3}{\kappa \alpha_c^2} \right)^{1/4} \int_0^{1} dq \sqrt{1 - q^4} = \frac{\Gamma(1/4)}{3 \Gamma(3/4)} \left( \frac{16H^3}{\pi \kappa \alpha_c^2} \right)^{1/4}. \] (B7)

Note that there are several ways to write (B7) in terms of the Gamma function and the complete elliptic function of the second kind due to the identities [39]
\[ K(1/2) = \frac{\Gamma(1/4)^2}{4\sqrt{\pi}}, \quad \Gamma(1/4)\Gamma(3/4) = \sqrt{2\pi}. \quad (B8) \]

Here, the elliptic function of parameter \( m \) is defined as \( K(m) = \int_0^{\pi/2} d\theta [1 - m \sin^2 \theta]^{-1/2} \); this definition is used by, e.g., *Mathematica* [40], and is consistent with our subsequent use of the Jacobi elliptic functions. However, many reference books define the elliptic functions using the modulus \( k = \sqrt{m} \).

Solving Eq. \((B7)\) for \( H \) shows that the Hamiltonian is proportional to the action to the four-thirds power; in particular, we eliminate \( \kappa \) using \((B5)\) to find that

\[ H_0(I) = \alpha_c \left[ \frac{\Gamma(3/4)^2}{\Gamma(1/4)} \right]^{1/2} \frac{1}{\Gamma(1/4)\sigma_\delta \sigma_c} \]

\[ \times \exp \left\{ - \left[ \frac{\sqrt{\pi} \Gamma(3/4)}{\sqrt{2\Gamma(1/4)}\sigma_\delta \sigma_c} \right]^{4/3} \right\}. \quad (B9) \]

Since the transformation \((z, p_z) \rightarrow (\Phi, I)\) is canonical, \( dz dp_z = d\Phi dI \) and \( \tilde{H}(I) \) is given by \((B2)\) with \( \tilde{H}_0(z, p_z) \rightarrow H_0(I)\):

\[ \tilde{H}(I) = \left[ \frac{2\Gamma(3/4)}{\pi\Gamma(1/4)} \right]^{1/2} \frac{1}{\Gamma(1/4)\sigma_\delta \sigma_c} \]

\[ \times \exp \left\{ - \left[ \frac{\sqrt{\pi} \Gamma(3/4)}{\sqrt{2\Gamma(1/4)}\sigma_\delta \sigma_c} \right]^{4/3} \right\}. \quad (B10) \]

Again, because of the identities \((B8)\) there are many equivalent expressions for \( H_0(I), \tilde{H}(I) \), and other quantities to be calculated.

Computing the coordinate \((z, p_z) \rightarrow (\Phi, I)\) is a bit more involved, but not by too much. For this we will use the Hamilton-Jacobi equation for the generating function \( W(z, I) \), where we recall (or find in, e.g., \([22,23]\)) that \( W \) defines the transformation \((z, p_z) \rightarrow (\Phi, I)\) between canonical coordinates via \( p_z = \partial W / \partial z \) and \( \Phi = \partial W / \partial I \). Inserting the former of these into the Hamiltonian \((B1)\) results in the Hamilton-Jacobi equation for the generating function \( W(z, I) \)

\[ \frac{\alpha_c}{2} \left( \frac{\partial W}{\partial z} \right)^2 + \frac{\kappa}{4} z^4 = H \]

\[ \Rightarrow W(z, I) = \frac{\sqrt{2}}{\alpha_c} \int z' \sqrt{H(I) - \kappa z'^4/4}. \quad (B11) \]

In terms of the integration variable \( q = (\kappa/4H)^{1/4} z' \), the angle is therefore

\[ \Phi = \frac{\partial W}{\partial I} = \frac{\partial H / \partial I}{\sqrt{2\alpha_c H}} \left( \frac{4H^3}{\kappa} \right)^{1/4} \int dq \frac{1}{\sqrt{1 - q^4}} \]

\[ = \frac{4}{3} \left( \frac{H^3}{\alpha_c^2 \kappa I^3} \right)^{1/4} \int dq \frac{1}{\sqrt{1 - q^4}} \]

\[ = \frac{\pi}{\sqrt{2K(1/2)}} \int dq \frac{1}{\sqrt{1 - q^4}} \quad (B12) \]

where \( Z = z(\kappa/4H)^{1/4} \). To proceed, we again change integration variable using \( q = -\cos \theta \), with

\[ dq = \frac{\sin \theta d\theta}{\sqrt{1 - \cos^2 \theta}(1 - \cos^2 \theta)} = \frac{d\theta}{\sqrt{2 - \sin^2 \theta}} = \frac{d\Phi}{\sqrt{2}}. \quad (B13) \]

Then, we have

\[ \Phi = \frac{\pi}{2K(1/2)} \int d\theta \frac{1}{\sqrt{1 - \frac{1}{2}\sin^2 \theta}} \int \cos^{1/2} \frac{z^2}{\Phi} \left( \frac{2K(1/2)}{\pi} \Phi \right)^{1/2}. \quad (B14) \]

\[ \Rightarrow Z = \left( \frac{\kappa}{4H} \right)^{1/4} z = \text{cn} \left( \frac{2K(1/2)}{\pi} \Phi; \frac{1}{2} \right). \quad (B15) \]

where \( \text{cn}(x; 1/2) \) is the Jacobi elliptic function of parameter \( 1/2 \). Rearranging and inserting expressions for \( H \) and \( \kappa \) gives

\[ z(\Phi, I) = \sigma_z \left( \frac{3\sqrt{\pi I}}{\sqrt{2\sigma_\delta \sigma_c}} \right)^{1/3} \text{cn} \left( \frac{2K(1/2)}{\pi} \Phi; \frac{1}{2} \right). \quad (B16) \]

Finally, we get the Fourier coefficients of \( z \) by inserting the Fourier expansion of the Jacobi elliptic function as follows

\[ z(\Phi, I) = \sigma_z \left( \frac{3\sqrt{\pi I}}{\sqrt{2\sigma_\delta \sigma_c}} \right)^{1/3} \text{cn} \left( \frac{2K(1/2)}{\pi} \Phi; \frac{1}{2} \right) \]

\[ = \sigma_z \left( \frac{3\sqrt{\pi I}}{\sqrt{2\sigma_\delta \sigma_c}} \right)^{1/3} 8 \sqrt{2} \Gamma(3/4) \Gamma(1/4) \]

\[ \times \sum_{\ell=0}^\infty \frac{e^{-2(2\ell+1)\pi/2}}{1 + e^{-2(2\pi)} \cos(2\ell + 1) \Phi}. \quad (B17) \]

The coefficients \( z_n(I) \) can now be computed by multiplying by \( e^{-im\Phi}/2\pi \) and integrating over \( \Phi \) from 0 to \( 2\pi \). Note that the magnitude of the coefficients \( |z_m| \) decrease exponentially with \( m, |z_1| \approx 0.045 |z_1| \), and we can reasonably retain only the single term.
in the sum of the dispersion relation (24).

\[ z_1(I) = \sigma_z \left( \frac{3 \sqrt{\pi I}}{2\sigma_x \sigma_z} \right)^{1/3} \frac{4 \sqrt{\pi} \Gamma(3/4) e^{-\pi/2}}{\Gamma(1/4)(1 + e^{-\pi})} \]  

(B18)


