Experimental study of current loss and plasma formation in the Z machine post-hole convolute
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The Z pulsed-power generator at Sandia National Laboratories drives high energy density physics experiments with load currents of up to 26 MA. Z utilizes a double post-hole convolute to combine the current from four parallel magnetically insulated transmission lines into a single transmission line just upstream of the load. Current loss is observed in most experiments and is traditionally attributed to inefficient convolute performance. The apparent loss current varies substantially for z-pinch loads with different inductance histories; however, a similar convolute impedance history is observed for all load types. This paper details direct spectroscopic measurements of plasma density, temperature, and apparent and actual plasma closure velocities within the convolute. Spectral measurements indicate a correlation between impedance collapse and plasma formation in the convolute. Absorption features in the spectra show the convolute plasma consists primarily of hydrogen, which likely forms from desorbed electrode contaminant species such as H2O, H2, and hydrocarbons. Plasma densities increase from $1 \times 10^{16}$ cm$^{-3}$ (level of detectability) just before peak current to over $1 \times 10^{17}$ cm$^{-3}$ at stagnation (tens of ns later). The density seems to be highest near the cathode surface, with an apparent cathode to anode plasma velocity in the range of 35–50 cm/μs. Similar plasma conditions and convolute impedance histories are observed in experiments with high and low losses, suggesting that losses are driven largely by load dynamics, which determine the voltage on the convolute.
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I. INTRODUCTION

High energy density physics experiments conducted on Sandia’s Z machine [1,2] range from dynamic material property measurements [3,4] to inertial confinement fusion (ICF) experiments [5–7] to laboratory astrophysics [8,9]. These experiments are cm-scale, 100 ns–1 μs duration, and must be conducted in vacuum. As a result, the electrical pulse generated in Z’s oil section and compressed in the water section must pass through an insulator stack which acts as the water-vacuum boundary [1]. In order to reduce inductance within the vacuum section, four parallel magnetically insulated transmission lines (MITL) are used to transfer the pulse from the stack towards the on-axis load [1]. At a radius of 7.6 cm, the currents from the four MITLs are combined and fed into a single anode-cathode (A-K) gap using a double post-hole convolute [10,11], as shown in Fig. 1.

A post-hole convolute is a device in which the currents from two transmission lines are combined by connecting the two anodes with a post through a hole in the common cathode. Often multiple post holes are used in parallel to reduce the inductance of the device (e.g., Saturn [14] uses six post holes [10]; the Z machine uses 12). Post-hole convolutes can be stacked to combine current from an even number of transmission lines. The Z machine has four transmission lines, which requires a double post-hole convolute.

Z is capable of delivering a 27 MA pulse with a sub-100 ns rise time (10%–90%) to the vacuum insulator stack [1]. In many Z experiments, a measurable portion (>1 MA) of the current delivered to the stack does not reach the load [15–21]. The reduction in load current is typically attributed to inefficient convolute performance, which has been described in circuit modeling as a time-dependent shunt impedance [18,19]; this is sometimes described as Z-flow [15]. The shunt impedance has the form of a rapid
decay (∼10 ns) from high resistance (>10 ohms) to a nearly constant, relatively low value (<1 ohm) for all load types [20]. The timing of the impedance collapse and functional form of the impedance for each experimental configuration is empirically determined and then applied to subsequent identical experiments.

Due to the complex geometry of Z’s double post-hole convolute, one extended and 36 localized magnetic nulls form (see Fig. 5 of Ref. [22]); initially these nulls were believed to be the source of current loss in the convolute. Numerous particle-in-cell (PIC) and hybrid fluid-PIC simulations of the Z and ZR convolutes have been conducted to examine the observed current loss [11,22–28], and these studies show that electron flow current crossing the anode-cathode gap through the magnetic nulls in the convolute cannot account for the majority of observed current loss [22,25,26]. Simulations that only include electron emission from the cathode and ion emission from the anode also significantly underestimate the current loss; electrode plasma formation must be included in simulations to match the experimentally observed losses [22,25,26]. It is worth noting that negative ions have been observed in other pulsed power drivers [29], but they have not been included in these simulations of the convolute. It is not clear what impact negative ions have on current loss in the convolute at this time.

These simulations assume that hydrogen desorbs from the electrodes and is ionized immediately in the first cell adjacent to the conducting surface [22]. Once ionized, the plasma flows in all directions, but preferentially along magnetic field lines. Simulations indicate that plasma collects in the cathode hole on the downstream side of the upper convolute posts [22,28], as shown in Fig. 2 (see Fig. 4 of Ref. [28] for a more detailed image). This plasma is sufficiently dense to act as an extension of the cathode, which allows space charge limited emission to occur with a smaller anode-cathode gap, thus enhancing the current loss [22]. The hydrogen desorption rate in these simulations was not measured experimentally or derived theoretically, rather the rate was varied until the simulated current traces matched the experimental measurements [22]. The optimally tuned desorption rate was 0.0075 monolayers/ns of hydrogen, or 0.75 monolayers in 100 ns. One monolayer is a neutral areal density of approximately $1 \times 10^{15} \text{cm}^{-2}$. This desorption rate provided agreement between the measured and simulated loss for several convolute geometries [22,25], but the

FIG. 1. (a) An $R - Z$ cross section of the vacuum section and insulator stack of the Z machine [1]. The vacuum section contains four outer-magnetically insulated transmission lines (MITLs) labeled A through D with anodes shown in blue and cathodes in red. Arrows indicate the radial location of the outer-MITL B-dot monitors (at $R = 0.66$ m on the A and D levels) and the stack B-dot and D-dot monitors (at $R = 1.66$ m on the A, B, C, and D levels). (b) An $R - Z$ cross section of the double post-hole convolute with the z-pinch dynamic-hohlraum [12,13] load geometry. Anodes are shown in blue, convolute anode posts in cyan, cathodes in red, and holes in the cathode are represented by dashed red lines. An arrow indicates the radial location of the inner-MITL B-dot monitors (tan squares). The inner-MITL region ($R < 58$ mm) varies with load type.

FIG. 2. (a) An $R - \theta$ cross section of the upper post-hole convolute. Magnetic field lines are shown in black. Cartoon representations of plasma formation and the collection sites [22] on the downstream side of the convolute are shown in green. (b) An $R - Z$ cross section of the convolute showing the plasma collection site as predicted in simulations [22,25].
parameters of the resultant plasma have not been experimentally verified.

More recently, simulations of a simplified convolute geometry have been conducted to understand the impact of varying a number of parameters including post radius, number of posts, and anode-cathode gap spacing [27,28]. These simulations used a fixed, relatively high-impedance load to accentuate the loss mechanisms by increasing the voltage in the MITL-convolute system. As demonstrated previously, these simulations showed that plasma formation must be included to produce substantial losses [28]. Although these simulations showed plasma collecting on the downstream side of the cathode holes, this was not the only important source of loss. In the simulations, electron flow from the outer-MITLs lost at the convolute was also critical. The enhanced energy deposition in the convolute electrodes from the electron flow increased plasma formation, which amplified local electron loss [28]. These simulations indicate that the convolute can only be understood in the context of a coupled MITL-convolute system.

In both experiments and simulations, the efficiency of current addition in the convolute is observed to decrease with increasing electrical power [11,22–28]. Losses in the Z convolute prior to the refurbishment project for low-impedance z-pinch loads were as high as 1.5 MA out of 18.5 MA [22], but after refurbishment, the stored energy of Z doubled, and the convolute losses increased to 3 MA out of 23 MA for similar low-impedance loads [25]. This is significant because designs for new, higher-current (50 + MA) generators such as Baikal [30–32] and Z-Next [33,34] roughly quadruple the electrical power of Z, and their designs include a triple post-hole convolute to add current from six MITL levels into a single final power feed. In order to move forward with future higher-current accelerators, a validated understanding of convolute science is required such that new convolute designs, which increase convolute efficiency, can be developed.

This paper describes a series of experimental measurements of current flow through, and plasma formation in, the Z machine double post-hole convolute for a variety of experimental load types. These measurements indicate a correlation between plasma formation and impedance collapse, and they qualitatively support the findings of numerical simulations, which suggest that plasma on the downstream side of the convolute post can lead to current loss on Z. Furthermore, the measurements indicate current loss is driven primarily by load dynamics, which determine the voltage on the convolute. Section II discusses the determination of current loss via electrical measurements. Section III provides details on the visible spectroscopy measurements, including the plasma parameter inference methodology. Section IV presents conclusions and future work.

II. ELECTRICAL MEASUREMENTS

Electricity diagnostics are located throughout the Z machine vacuum region to monitor current and voltage [35]. B-dot monitors are used to determine the current, and D-dot monitors are used to determine the voltage. B-dots at the insulator stack ($r = 166$ cm) monitor each of the four transmission-line levels, B-dots in the outer-MITLs ($r = 66$ cm) monitor only the A and D transmission lines, and B-dots in the inner-MITL ($r = 5.9$ cm) monitor the single final-anode-cathode gap (see Fig. 1). Up to 18 differential B-dot pairs per level, filed every roughly 20 degrees around the azimuth, are used to determine the current at the stack, up to nine differential B-dot pairs per level are filed every 40 degrees in the outer-MITLs, and 2–10 single B-dots are filed in the inner-MITL, often in opposite polarity pairs. Up to 18 D-dot monitors are filed in each of the four transmission-line levels at the insulator stack. The measured signals are combined to determine: (1) the current at each level of the insulator stack, (2) the voltage at each level of the insulator stack, (3) the total stack current, (4) the average stack voltage, (5) the estimated total outer-MITL current, and (6) the inner-MITL current.

Note that the current inferred at each B-dot location is the anode current, which is equal to the sum of the current trapped within the cathode electrode and the electron flow current in the A–K gap. The flow current has not yet been lost to the anode, but the majority of the flow current is not expected to retrap in the cathode [27,36]. There is no flow current at the insulator stack B-dot position because these monitors are located just outside the vacuum region, so the measured anode current and the trapped cathode current are equivalent. At the inner-MITL location, simulations indicate the electron flow current can be several MA [28]. In the following arguments, current refers to the anode current, which is an upper bound on the trapped cathode current at that location.

Circuit models of the Z vacuum section have been developed to determine the expected current delivery to other regions of the transmission line assuming lossless propagation of the measured current and voltage [18,37,38]. For example, the current measured at the stack can be propagated to the location of the outer-MITL current measurements, which allows a direct comparison between the two currents in order to quantify the reduction in current delivery. The difference between the current losslessly propagated to a point and the current measured at that point is referred to as the shunt current in that region of the MITLs. Similarly, the voltage measured at the stack can be translated to other points in the MITLs using this circuit model [18,37,38]. On several experiments, an inductive voltage monitor was fielded at the convolute, which confirmed that the transmission-line model correctly determined the convolute voltage [39].
It is worth emphasizing that there is a difference between the shunt current and the amount of current that would be recovered in a lossless system [20,27]. Because current loss provides a low-impedance path in parallel with the load impedance, the total impedance of the system decreases with increasing loss. Thus for a given driving voltage pulse, more total current is delivered by the accelerator to the MITL-convolute-load system, even though less current reaches the load. Simulations show that the current that would be recovered in a lossless system is generally about 25% of that recovered in the experimental setup.

The refurbished Z accelerator was designed to drive z-pinch dynamic hohlraum (ZPDH) [12,13], and consistently more than 25% of the 27 MA delivered to the impulsor stack reach the ZPDH load. The efficient convolute performance in ZPDH experiments is attributed to the relatively low initial load inductance and the moderate implosion velocity, which equates to a low rate of change of the load inductance, $dL/dt$. The voltage applied to the convolute can be approximated by

$$V(t) = [L_{\text{load}}(t) + L_{\text{inner}}] \frac{dI(t)}{dt} + I(t) \frac{dL_{\text{load}}(t)}{dt},$$

where $L_{\text{load}}$ is the time-dependent load inductance, $L_{\text{inner}}$ is the fixed inductance of the inner-MITL, and $I$ is the time-dependent current. Assuming a perfectly conducting, coaxial, thin-shell representation for the load and return current path, the load inductance is given by

$$L_{\text{load}}(t) = 2h * \ln[r_0/r(t)],$$

where $L_{\text{load}}$ is the inductance in nH, $h$ is the load height in cm, $r_0$ is the radius of the outer conductor (return current path), and $r(t)$ is the radius of the load. The time derivative of the load inductance is given by

$$\frac{dL_{\text{load}}(t)}{dt} = 0.002h * \frac{v(t)}{r(t)}.$$ 

where $dL_{\text{load}}/dt$ is in units of nH/ns, $h$ is the load height in cm, $v(t)$ is the radially inward velocity in km/s, and $r(t)$ is the load radius in mm.

At early times, $I$ and $dL_{\text{load}}/dt$ are small, and $dI/df$ is large, so the first term of Eq. (1) dominates; near peak current, $dI/df$ is small, and $I$ and $dL_{\text{load}}/dt$ are large, so the second term dominates. Thus voltage is minimized in loads with low initial inductance and low late-time implosion velocity. While these guidelines are useful for ensuring efficient delivery of current to the load, they are often in contradiction with experimental requirements, so it is useful to understand how the convolute performs under a variety of conditions. The initial inductance and approximate peak $dL/dt$ are compared to the peak convolute voltage and shunt current for a variety of experiment types in Table I.

As has been observed previously [18,20,38], the shunt current between the stack and the outer-MITL was negligible for all load types investigated. This is attributed to the relatively large AK gaps, which limited the impact of cathode plasma formation and motion in the outer MITLs. Also, by design, there is no anode plasma formation in the outer MITLs [40].

By contrast, large shunt currents were observed between the outer- and inner-MITL B-dot locations for some experiments. The convolute is located in between these current monitors, and the observed loss was attributed to it. The convolute shunt current ranged from approximately

<table>
<thead>
<tr>
<th>Experiment description</th>
<th>$L_0$ [nH]</th>
<th>$v_{\text{max}}$ [km/s]</th>
<th>$h$ [cm]</th>
<th>$dL/dt$ [nH/ns]</th>
<th>$V_c$ [MV]</th>
<th>$I_c$ [MA]</th>
</tr>
</thead>
<tbody>
<tr>
<td>z2082C-70-mm SS wire array</td>
<td>1.8</td>
<td>1000</td>
<td>2</td>
<td>8.0</td>
<td>2.9</td>
<td>7.3 (8.3)</td>
</tr>
<tr>
<td>z1992C-65-mm W wire array</td>
<td>2.7</td>
<td>800</td>
<td>2</td>
<td>6.4</td>
<td>2.4</td>
<td>3.8 (4.9)</td>
</tr>
<tr>
<td>z2409A-Z-pinch dynamic hohlraum</td>
<td>2.7</td>
<td>300</td>
<td>1.2</td>
<td>1.4</td>
<td>1.7</td>
<td>1.8 (3.2)</td>
</tr>
<tr>
<td>z2172 -Short-pulse liner</td>
<td>4.3</td>
<td>100</td>
<td>0.65</td>
<td>0.26</td>
<td>1.8</td>
<td>3.1 (4.0)</td>
</tr>
<tr>
<td>z2713 -Long-pulse liner, extended feed</td>
<td>4.8</td>
<td>30</td>
<td>0.65</td>
<td>0.08</td>
<td>0.9</td>
<td>2.3 (3.4)</td>
</tr>
<tr>
<td>z2110 -Shaped-pulse liner</td>
<td>4.9</td>
<td>50</td>
<td>0.65</td>
<td>0.13</td>
<td>1.7</td>
<td>2.4 (3.5)</td>
</tr>
<tr>
<td>z2708B-Short-pulse liner, extended feed</td>
<td>7.0</td>
<td>70</td>
<td>1</td>
<td>0.28</td>
<td>2.6</td>
<td>9* (10*)</td>
</tr>
</tbody>
</table>
1–2 MA (roughly the threshold of detection) in ZPDH experiments (low $L_0$, moderate $dL/dt$) up to 7–8 MA in experiments with wire arrays designed to produce intense K-shell x-ray emission [41] (low $L_0$, high $dL/dt$). Substantial convolute shunt currents were also inferred on ICF experiments in which an extended inner-MITL was required to accommodate applied-B-field coils [7,42] (high $L_0$, low $dL/dt$) but due to failure of the inner-MITL B-dots, a detailed analysis of the signals could not be performed. As noted above, the maximum recoverable drive current is about half the observed shunt current, even with lossless convolute performance.

Plots of the currents for the experiments listed in bold in Table I are shown in Fig. 3. In order to directly compare the various experiments, the traces were time shifted such that $t = 0$ ns occurred at the time that the convolute shunt impedance drops below 2 ohms. Dashed lines indicate the uncertainty in each measurement [35].

FIG. 3. (a)–(d) Plots of the losslessly propagated stack current (black), the inner-MITL current (cyan), and the difference between the two (red), called the convolute shunt current, for the four bolded load types from Table I. A dot at the end of each trace represents the time of stagnation. The time at which the convolute shunt impedance drops below 2 ohms is defined as $t = 0$ ns. Dashed lines indicate the uncertainty in each measurement [35].

FIG. 4. (a)–(d) Plots of the stack voltage (black) and the convolute voltage (cyan) for the four bolded load types from Table I. The convolute voltage was determined using a lossless translation of the stack voltage [38]. A dot at the end of each trace represents the time of stagnation. The time at which the convolute shunt impedance drops below 2 ohms is defined as $t = 0$ ns. Dashed lines indicate the uncertainty in each measurement [35].
The ZPDH was considerably higher than that for other load types. Shown in Fig. 5(b), note the impedance history for approximately 10 ns to a relatively constant value around the time of collapse, the impedance dropped over a period of relatively consistent across all load types. Initially no losses were observed, so the impedance was effectively infinite. At the time of collapse, the impedance dropped over a period of approximately 10 ns to a relatively constant value around 0.5–1 ohm. The shunt impedances for a variety of experiments are shown in Fig. 5(b). Note the impedance history for the ZPDH was considerably higher than that for other load types, but the uncertainty in the measurement was relatively large due to the small convolute shunt current.

Experiments with a low-initial-inductance, nonimploding load have been conducted on the Z machine to evaluate accelerator performance in the absence of losses. Details of the short-circuit experiments are given in Appendix A. In these experiments, the measured inner-MITL currents were systematically 4.6% ± 2.1% higher than the losslessly
translated stack current, which is nonphysical. To correct this, the inner-MITL currents could be decreased by 4.4% or the stack currents could be increased by 4.6%. Given that the environment in which the inner-MITL B-dots resided was hostile (including MeV electrons and dense plasmas), the inner-MITL current measurements were less trusted, so the inner-MITL current was lowered rather than raising the stack current. Note that changing either current produces similar convolute impedances curves. The convolute shunt currents and impedances were recalculated with the inner-MITL current correction, and the impedances are plotted in Fig. 5(c). The 4.4% change in current is within the previously stated uncertainty in the inner-MITL current measurement. Because the shunt current in the ZPDH experiments was only approximately 3% of the total current, the change to the inner-MITL current calibration had the largest impact on the ZPDH shunt impedance. This brought the ZPDH impedance much closer to the impedances observed in the other three experiment types. The convolute impedance for these experiments is reasonably well fit by

\[ Z(t) = 1.5e^{-0.082t} + 0.31, \]  

where \( Z \) is the convolute shunt impedance in ohms and \( t \) is the time in ns relative to the time when the impedance drops below 2 ohms.

While the shunt impedance was fairly consistent from one experiment to the next, the timing of the impedance decay is not well predicted with simple models. Recall that various experiments required relative time shifts of up to 21 ns to align the times of impedance collapse. Figure 6(a) shows the collapse time does not appear to be directly correlated to the time the electric field exceeds the explosive-emission threshold of 240 kV/cm (cathode-plasma formation). Additionally, it is not directly correlated to the electrical power reaching the convolute [Fig. 6(b)] or the total electrical energy delivered to the convolute [Fig. 6(c)]. An advanced version of the Z circuit model [40], which is designed to predict the timing of the impedance collapse, is under development [43].

III. SPECTRAL MEASUREMENTS

Visible emission from the convolute region was collected and transported via fiber optic to two streaked-visible-spectroscopy (SVS) diagnostics. Similar systems have been used at Sandia to understand applied-B ion diodes [44,45] and shocks in liquid deuterium [46]. Details of the SVS diagnostics are given in Appendix B.

The SVS probe used in the convolute measurements was inserted into a vacant inner-MITL B-dot position and was designed to look electrically similar to a B-dot probe [47]. The SVS probe had a roughly axial view through the convolute, with the line of sight passing through the holes in the upper and lower cathodes just downstream of the convolute posts, as shown in Fig. 7(a). The angle of the probe could be set to 0, 5, or 7.5 degrees relative to vertical, which allowed for measurements near the cathode, in the middle of the upper-post-hole gap, and near the anode post. The fiber was aperture limited with a full-angle view of 4.1 degrees. This reduced the collection efficiency by a factor of 40 compared to a bare fiber, but allowed for coarse spatial resolution. In the upper post-hole region, the probe

---

**FIG. 6.** (a) A plot of the convolute voltage for the four bolded load types from Table I. Dashed vertical lines indicate the time at which the electric field in the convolute exceeds the explosive-emission threshold of 240 kV/cm. The solid vertical line at \( t = 0 \) ns indicates the time the shunt impedance drops below 2 ohms in each experiment. Coincidentally, all of the voltages passed through roughly the same value shortly before \( t = 0 \) ns. Since some of the voltages had already exceeded this value and were decreasing, while others were rising through the value, it does not appear that there is any significance to this observation. There does not appear to be a simple correlation between applied voltage and impedance collapse. (b) A plot of the electrical power in the convolute for the same four experiments showing no obvious simple correlation. (c) A plot of the integrated energy passing through the convolute. Once again, there does not appear to be a simple correlation.
collected signal from a conical section with diameter increasing from 2.8 to 4.0 mm [intersections of red and black dashed lines in Fig. 7(a)].

Within the vacuum chamber, the fibers were shielded with a flexible 0.5 mm thick copper braid. This dramatically reduced the sub-30 keV x-ray fluence incident on the fiber, which essentially eliminated the background caused by x-ray interactions in the fiber.

Survey measurements of the convolute emission were conducted on several experiments to cover the entire visible spectrum (4000–7000 Å). The spectra consisted of continuum emission with a few absorption lines. No clear emission lines were observed. The fact that spectral lines were only observed in absorption indicates that the source of the continuum emission was substantially brighter (hotter and/or denser) than the source of the spectral lines. In all of these measurements, a portion of the probe line of sight included an electrode surface, which was likely the source of the bright continuum.

The most prominent absorption line was the neutral hydrogen line at 6563 Å (Hα); the neutral hydrogen line at

FIG. 7. (a) An R − Z cross section of the convolute showing the field of view of the convolute-spectroscopy probe. The probe observed visible emission from the region downstream of the convolute post, where simulations indicated that plasma would collect. Dashed black lines indicate the field of view of the probe. The angle of the probe could be set to 0, 5, or 7.5 degrees relative to vertical (5 degrees shown). (b) An R − Z cross section of the probe view in a null experiment. The probe could only see the inside of the aperture in the anode. No signal was observed in these measurements indicating minimal plasma formation at the probe. (c) An R − Z cross section of a convolute-spectroscopy probe with a lithium fluoride (LiF) dopant on the bottom surface of the probe, shown in magenta. No lithium features were observed in this measurement, again indicating minimal plasma formation at the probe.

FIG. 8. (a) Visible spectra from two experiments near stagnation are shown in black (t = 31 ns) and blue (t = 24 ns). Breaks in the signals at 4579, 5050, 5435, and 6328 Å are due to spectral and temporal calibration features. Vertical lines indicate the expected location of hydrogen and sodium spectral lines. There was a clear neutral hydrogen (H I) feature at 6563 Å and possible features associated with the neutral sodium (Na I) doublet at 5890 = 5896 Å. There are no obvious spectral features at 4861, 4340, or 4102 Å. There are possible spectral features at 4831 and 4937 Å, which have not yet been identified. (b) A post-stagnation (t = 94 ns), high-spectral-resolution plot of the H I (6563 Å) and singly ionized carbon (C II) lines at 6578 and 6583 Å. (c) A plot of a post-stagnation spectrum (t = 88 ns) showing C2 absorption features (Swan bands) as well as the Na I doublet at 5890/5896 Å. The magenta dots represent the most dominant spectral bands of the Swan system to aid in spectral identification (modified from Table I in Ref. [48]).
4861 Å (Hβ) was not clearly observed. Due to its prominence, the Hα line was the focus of additional high-spectral-resolution measurements. Other spectral features observed in absorption included the neutral sodium (Na I) doublet at 5890 and 5896 Å, singly ionized carbon (C II) lines at 6578 and 6583 Å, and, at late times, C₂ molecular features [48] at roughly 4640–4760 Å, 5080–5180 Å and 5460–5700 Å. Example spectra are shown in Fig. 8. These spectroscopic measurements were used to determine the composition, location, density, temperature, apparent closure velocity, and radial velocity of the plasma.

An underlying assumption in the following analysis is that the neutral hydrogen absorption line is an indicator of the presence of dense plasma, which is partially ionized. The signature of neutral hydrogen is used to infer conditions of the bulk plasma. This assumption should be valid for the inferred temperatures (few eV) and densities ($1 \times 10^{16}$–$1 \times 10^{18}$ cm$^{-3}$).

**A. Composition and location**

Due to the high electrical power density (~TW/cm$^2$) in the convolute, plasma formation on the probe was a concern [49]. A series of experiments were conducted to confirm that the observed spectral features originated in the convolute, as opposed to on the probe itself. Several null tests were conducted in which the probe could only collect emission from within the B-dot recess in the anode, as shown in Fig. 7(b). No signal was observed in these experiments, which indicates that any plasma formation within the recess and/or on the probe itself did not produce the signals observed in other measurements with similar probe designs.

An additional null test with a lithium fluoride (LiF) dopant, as depicted in Fig. 7(c), was conducted. Lithium was chosen because it was not observed in any previous spectra, so if observed, the source of the signal could be isolated. Additionally, there is a strong neutral lithium line at 6708 Å, which has been observed previously in high-power diodes [44,45]. In this experiment, the bottom of the SVS probe was coated with 1 μm of LiF. The probe had a field of view similar to the one shown in Fig. 7(a). The recorded spectrum consisted of continuum emission and the Hα absorption line, but no lithium features were observed. This further demonstrated that there was not significant plasma formation on the probe.

A measurement was conducted using a LiF dopant to positively confirm that the observed signals originated in the convolute [47]. A 1 μm thick, 1 mm tall band of LiF was applied to the upper convolute post as shown in Fig. 9. Emission collected on this experiment included an absorption feature from the neutral lithium (Li I) line at 6708 Å. Because this spectral feature was backlit by the continuum emission, at least a portion of the source of the continuum must have been located below the lithium. The only possible source of emission below the lithium was plasma within the convolute (either at an electrode surface or within the anode-cathode gap). The observation of lithium neutrals from the anode indicated that anode plasmas were being evolved from processes in the convolute.

Despite the fact that the electrodes in the region were stainless steel (coated with 3 ± 0.5 μm of gold in some experiments), no Fe, Cr, Ni, Mn, Mo, or Au lines could be identified. All identified lines were the result of contaminants, thus the initial inventory of plasma was probably dominated by those contaminants. Hydrogen and carbon likely formed from desorption, fragmentation, and ionization of water and various hydrocarbons adsorbed on the electrode surfaces [50,51]. At the typical vacuum base pressures of these experiments ($5 \times 10^{-5}$ Torr), H₂O was 80%–90% of the partial pressure of the vacuum background [52], so presumably it dominated the most loosely bound and first-desorbed electrode adsorbates. The sodium is attributed to unintended direct human-electrode contact. Negligibly small quantities (nanograms) have been readily observed in visible spectra from other experiments on Z [53]. The dominance of contaminants in the convolute plasma inventory is consistent with spectroscopic observations in previous pulsed-power systems (electron-beam...
diodes, ion-beam diodes, MITLs) [54]. Desorption rates of surface contaminants are orders of magnitude greater than the vapor pressures of electrode materials, until electrodes reach melt and vaporization [54].

Continuum emission was observed in the convolute once the current exceeded approximately 10 MA, as shown in Fig. 10(a). For otherwise nominally identical experiments, a measurement with a near-cathode view (0-degree probe) observed both the continuum emission and the H and C lines earlier than in an equivalent measurement with a gap view [5-degree probe; view shown in Fig. 7(a)]. The Hα line was typically observed within 10 ns of the start of continuum emission for both views, and the C and Na lines were not typically observed until around or after stagnation (approximately 30–35 ns later). These observations indicate that the hydrogen expanded into the gap at a higher velocity than the other contaminant species, and the main source of the hydrocarbons was likely the cathode. The assumption of a pure hydrogen plasma used in most simulations appears reasonably valid for the majority of the duration of the experiment; however, the assumption of a completely ionized plasma in most simulations should be revisited.

The molecular emission lines of C₂ observed late in time in the convolute were also previously observed late in the electrical pulse in electron-beam-diode experiments [55]. A subset of these molecular features is known as the Swan bands, which are characteristic of burning hydrocarbon fuels and result from underlying chemical kinetics of combusting hydrocarbons [48]. In pulsed-power systems, such emission may be related to expanding and cooling electrode plasmas formed from hydrocarbon contaminant constituents.

### B. Density and temperature

Simple models of the convolute plasma were generated in PrismSPECT [56]. Details of the simulation setups and the generated spectra are given in Appendix C. Based on a comparison of the simulated and experimentally observed lines, the temperature in regions of the plasma could have spanned from less than 1 eV to nearly 4 eV. The temperature range where all of the spectral features could have been observed simultaneously was 2–2.5 eV. This is consistent with previous electrode-plasma temperature estimates at these linear current densities (0.1–1 MA/cm) [57–59].

High-resolution measurements centered at 6560 Å were used to monitor the evolution of the Hα and C II absorption features on a variety of experiments. As shown in Fig. 10, the Hα feature broadened rapidly at late times. The Hα line shape was used to infer the electron density as a function of time. Assuming the ion and electron temperatures were equal, the tables in Ref. [60] were used to relate line shape to electron density.

Spectral lineouts were averaged over a 10-ns window, and the continuum was flattened and normalized to unity. The Hα absorption was fit with a superposition of up to two

![FIG. 10](image1.png)

**FIG. 10.** (a) A plot of the propagated stack and inner-MITL currents with the convolute plasma emission intensity in the 6400 to 6450 Å spectral band as a function of time. Boxes over the emission signal indicate the times over which the spectral lineouts in (b) were taken. (b) Spectra showing the evolution of the neutral hydrogen feature at 6563 Å with time. The spectra have been normalized to unity and then offset by +0.5, +0.25, 0, and −0.25 for clarity.

![FIG. 11](image2.png)

**FIG. 11.** A plot of the high-resolution spectrum shortly after stagnation (t = 67 ns) showing continuum emission with neutral hydrogen (H I) and singly ionized carbon (C II) absorption features (black dots). A fit to the data is shown in red. The fit is a superposition of two Lorentzian profiles for the H I line at 6563 Å and two additional Lorentzian profiles for C II lines at 6578 and 6583 Å, which is convolved with a 2.7 Å FWHM Gaussian profile to account for instrumental broadening. The individual Lorentzians used in the fit are shown below.
Lorentzian profiles convolved with a Gaussian profile, which accounted for the instrumental broadening (typically 2.7 Å FWHM). At early times, a single Lorentzian profile was sufficient to fit the data, but at late times, Hα was better fit by two profiles: one with an equivalent density of about $1 \times 10^{16} \text{ cm}^{-3}$ and the other between $1 \times 10^{17}$ and $1 \times 10^{18} \text{ cm}^{-3}$. This dual density fit to Hα is not a unique solution, but it demonstrates that the plasma likely had a density gradient that covered the range of densities used in the fit. In addition to Hα, a pair of nearby C II absorption lines were included in the fit. An example spectrum with the fit is shown in Fig. 11. Given the typical resolution of the instrument, the SVS measurements were only sensitive to densities in excess of $1 \times 10^{16} \text{ cm}^{-3}$.

The uncertainty in the inferred density is a combination in quadrature of several sources of uncertainty. The uncertainty in the FWHM of the fit, which ranged from sub-Å at low densities to approximately $\pm 10$ Å at high densities, corresponds to approximately a 25% uncertainty in the density (on average), with larger uncertainty at lower densities. An additional uncertainty was introduced by assuming the plasma temperature was 2 eV. Given a ±1 eV uncertainty in temperature, the resulting additional uncertainty in the density was approximately 13% [60].

C. Correlation of impedance and density

Sufficiently dense plasma in contact with an electrode will act as an extension of that electrode, effectively reducing the A-K gap. Plasma with density below the detection threshold of the SVS diagnostic ($\sim 1 \times 10^{14} \text{ cm}^{-3}$) is capable of space-charge-limited electron emission [22,61]. Since the spectral measurements are sensitive to plasma densities in excess of $1 \times 10^{16} \text{ cm}^{-3}$, they could not give the exact time of plasma electrode formation; they could only demonstrate that a plasma electrode formed prior to the observed density rise. A comparison of the time history of the density to the electrical signals (Fig. 12) shows that the density rose rapidly after the convolute shunt impedance collapsed.

---

**FIG. 12.** (a) Plot of the convolute impedance (solid lines) and plasma electron density (squares) for a variety of load types. The dashed lines are exponential fits to the inferred densities. Vertical lines indicate the uncertainty in the density measurement. At early times the width of the absorption feature was dominated by instrumental broadening, which typically limited the measurement to densities above $1 \times 10^{16} \text{ cm}^{-3}$. Note that the SVS was slightly out of focus on the ZPDH experiment resulting in a measurement threshold of approximately $2 \times 10^{16} \text{ cm}^{-3}$. In all experiments, the electron density rose to a detectable level as impedance dropped, and typically exceeded $1 \times 10^{17} \text{ cm}^{-3}$ at or shortly after stagnation of the z-pinch load. In early-time measurements, where the spectral line shape was dominated by instrument broadening, the densities are represented by points at the measurement threshold. (b) The same plot shown in (a) including later times and higher densities. Note when a superposition of two Lorentzians was fit to the data, the larger FWHM was used to infer the density.
This implies that the plasma density in this region exceeded \(1 \times 10^{14} \text{ cm}^{-3}\) (allowing a plasma electrode to form) at an earlier time, but it is not clear exactly when it occurred relative to the start of the impedance collapse.

Despite the substantially different voltage histories applied to the convolute and the large difference in shunt currents for the different types of z-pinch loads, the electron-density histories for these experiments followed a similar trend. In each case, the density was typically less than \(1 \times 10^{16} \text{ cm}^{-3}\) for the majority of the experiment; after the start of the impedance collapse, the density rapidly increased and normally reached \(1 \times 10^{17} \text{ cm}^{-3}\) by stagnation. In most experiments, the density peaked around \(1 \times 10^{18} \text{ cm}^{-3}\) well after stagnation. The density curves for the ZPDH, short-pulse liner, and shaped-pulse liner experiments were similar to one another, which reinforces the hypothesis that the convolute behavior was similar across a variety of experiments, and the observed losses were primarily driven by the voltage applied to the convolute. In general, there appears to be a trend towards a slightly later density rise in experiments with higher impedance, although the differences in impedance were generally within the uncertainty in the measurements of one another.

While the general behavior of plasma electron density was similar across these experiments, there was one relatively dramatic difference. For the SS wire array, which produced nearly 3 MV across the convolute at stagnation (compared to 1–2 MV for the other experiments), the density rose more quickly post-stagnation, rapidly approaching \(1 \times 10^{18} \text{ cm}^{-3}\) approximately 30 ns prior to the other experiments, as shown in Fig. 12(b). This may be a sign that although the convolute impedance collapse looked very similar for the different experiments, the plasma dynamics could diverge from nominal for extremely high-stress experiments at late times. However, it is worth noting that the time at which the inferred density approached \(1 \times 10^{18} \text{ cm}^{-3}\) relative to the stagnation time in each experiment was similar, so the late-time spike in density may be related to post-stagnation effects rather than the convolute impedance collapse. For example, an extremely intense burst of x rays bathes the inner-MITL and convolute at stagnation, which could enhance plasma formation and motion in the region. This effect could be more pronounced in the wire-array implosions, since they can generate hundreds of TW of x rays [41].

It is worth reemphasizing that due to diagnostic limitations, much of the interesting physics occurred prior to the time at which the plasma conditions were diagnosed with these spectral measurements. The time at which the plasma density exceeded \(1 \times 10^{17} \text{ cm}^{-3}\) may not be directly linked to the time at which the density reaches \(1 \times 10^{14} \text{ cm}^{-3}\) and a plasma extension of the cathode forms. Note that there is precedent for using late-time behavior to understand related, but undiagnosable, early-time effects [62]; however, any conclusions drawn from comparing late-time plasma densities are softened by the assumption that the density rate of rise between \(1 \times 10^{16}\) and \(1 \times 10^{18} \text{ cm}^{-3}\) is directly correlated to the density rate of rise around \(1 \times 10^{14} \text{ cm}^{-3}\).

D. Post to post symmetry

Typically, convolute simulations have consisted of a 30-degree azimuthal section of the geometry centered about the post with reflective boundary conditions in between posts or a 15-degree azimuthal section with reflective boundaries at the center of the post and between posts [11,22–28]. Both cases assume that the plasma formation and losses are consistent from one post hole to the next. The plasma density histories for identical views at two different posts were compared to test this assumption on a pair of experiments. The inferred plasma densities at both posts rose at a similar rate and reached a similar peak, as shown in Fig. 13. The difference in timing between the exponential fits to the two data sets was less than 3 ns for the range of \(2 \times 10^{17}\) to \(4 \times 10^{17} \text{ cm}^{-3}\). Assuming this consistency existed at early times with low densities, this indicates that the 12-fold azimuthal symmetry used in convolute simulations is reasonable, although a slight, random staggering of the timing between posts may be appropriate in future simulations to account for the up to 3 ns variation in timing between the exponential fits to the data.

![FIG. 13.](image-url) (a) A plot of the electron density at two different azimuthal locations (red circles and black squares) and exponential fits to the data for a shaped-pulse liner experiment. (b) A plot of the electron density at two different azimuthal locations (red circles and black squares) and exponential fits to the data for a different shaped-pulse liner experiment. The timing uncertainty between the two spectroscopy systems was approximately 1 ns, and each spectrum was integrated over \(\pm 5\) ns from the plotted point. These data sets indicate that the plasma density increased at a similar rate at each convolute post.
E. Apparent expansion velocity

The density inferences mentioned above required neutral hydrogen in the line of sight, which was often located at least 3 mm from the nearest electrode surface. A typical expansion velocity for a 2 eV hydrogen plasma is $2 \text{ cm/\mu s}$ [63], but at this rate the hydrogen would not enter the line of sight for 150 ns. The earliest measurements of hydrogen absorption occurred approximately 70 ns after the start of current, which would require an expansion velocity of at least $4 \text{ cm/\mu s}$. Similarly, the Li dopant from the experiment described in Fig. 9 was observed 4 mm from the anode post approximately 100 ns after the start of current, implying at least a $4 \text{ cm/\mu s}$ velocity. These observations indicate that neutral particle expansion from both the anode and cathode occurred at more rapid rates than typical dense plasma expansion rates observed in MITLs.

In a previous study, the turn-on times of the continuum emission at a few radial positions in the upper post-hole region were used to infer that the convolute plasma formed at the cathode and progressed towards the post (anode) [47]. This measurement relied on several nominally identical Z-pinch experiments, each with a different SVS-probe alignment angle. Based on these measurements, the closure velocity was estimated to be $> 7 \text{ cm/\mu s}$ [47]. Concerns over the location of the continuum emission source, the angle of the observation line of sight, and the shot-to-shot reproducibility of the emission prompted this measurement to be revisited.

A probe was designed to allow multiple measurements in the same post hole on the same experiment, as shown in Fig. 14, which allowed coarse spatial resolution of the inferred electron density versus time. Measurements of the $H\alpha$ absorption feature were used to unfold the density history at two locations on several experiments. In each experiment, the density rapidly rose to greater than $1 \times 10^{17} \text{ cm}^{-3}$ in the line of sight closer to the cathode first, and the density rose in the line of sight closer to the post approximately 9–13 ns later, as shown in Fig. 15. This supports the hypothesis that plasma responsible for the $H\alpha$ line broadening was expanding from the cathode towards the anode.

**FIG. 14.** An $R - Z$ cross section showing the field of view of the two lines of sight in the dual-view probe. The cathode view is shown in black dashed lines and the anode view is shown in green dashed lines. The separation of the center of the two lines of sight is 4.5 mm.

**FIG. 15.** (a) A plot of the convolute voltage (thin dashed) and impedance (thick solid) as a function of time for two different load configurations. (b)–(c) Plots of the electron density from the cathode view (black circles) and anode view (green squares) for the two experiments with Sigmoid curves fit to the data sets. The solid, vertical, cyan line indicates the time of stagnation. The delay between the fits to the cathode and anode view data sets was around 9–10 ns for the SS array and around 11–13 ns for the shaped-pulse liner for densities between $2 \times 10^{17}$ and $4 \times 10^{17} \text{ cm}^{-3}$. These delays correspond to closure velocities between 35 and $50 \text{ cm/\mu s}$. The timing uncertainty between the two systems was approximately 1 ns, and each spectrum was integrated over ±5 ns from the plotted point.
These data were used to infer the apparent plasma closure velocity

\[ v_{\text{eff}} = \frac{r_2 - r_1}{t_2 - t_1} = 4.5 \text{[mm]}, \]  

\[ n_1(t = t_1) = n_2(t = t_2) = n_0, \]  

where \( r_1 \) and \( r_2 \) are the radial positions of fibers 1 and 2 with respect to the machine axis, respectively, \( n_1(t) \) and \( n_2(t) \) are the electron densities inferred from the data sets collected by probe one and two, respectively, and \( n_0 \) is a representative electron density, which was chosen to be between \( 2 \times 10^{17} \) and \( 4 \times 10^{17} \text{ cm}^{-3} \). Fiber 1 is defined to be the probe closer to the machine axis, which is also the probe closer to the cathode. The plasma closure velocity in the SS-array experiment ranged from 45 to 50 cm/\( \mu \text{s} \), and in the shaped-pulse liner experiment the velocity ranged from 35 to 41 cm/\( \mu \text{s} \), depending on the value chosen for \( n_0 \). In both cases the velocity was over an order of magnitude above the expected thermal velocity of the plasma. Note however that the experimental value is similar to the 20 cm/\( \mu \text{s} \) convolute-plasma closure velocities observed in simulations [22] and to the estimated 21 cm/\( \mu \text{s} \) anode-plasma closure velocity assumed to explain impedance collapse in previous experiments [18].

The above measurements indicate that the plasma traveled from cathode to anode with a relatively high velocity. A probe was designed to verify this by observing a Doppler shift when viewing radially from the post to the cathode, as shown in Fig. 16. From the axial measurements, the inferred plasma velocity would be towards the probe, thus the absorption feature would experience a Doppler shift to higher energy (blue shift). This assumes the continuum emission source was static (i.e., dense plasma at the electrode surface) and the source of absorption was moving. The Doppler shift of a spectral line is given by

\[ \Delta \lambda = \lambda_0 \left(1 - \frac{1 + \frac{v}{c}}{1 - \frac{v}{c}}\right), \]

where \( \Delta \lambda \) is the wavelength shift, \( \lambda_0 \) is the wavelength of the spectral feature at zero velocity, \( v \) is the velocity of the plasma in the direction of the probe, and \( c \) is the speed of light. Given the 35–50 cm/\( \mu \text{s} \) plasma closure velocity, the expected shift in the Hz line was \(-7.0\) to \(-10.9\) Å. The SVS diagnostic had a spectral accuracy of approximately 1 Å, so a multi-Å shift would be easily diagnosable. The measured Hz absorption feature was shifted to shorter wavelength by 1.2 Å, as shown in Fig. 17, which indicates the plasma velocity towards the probe was approximately 5.5 cm/\( \mu \text{s} \). Given the 1 Å wavelength uncertainty inherent in the SVS measurement, the range of possible plasma velocities was 5.5 ± 4.5 cm/\( \mu \text{s} \) towards the anode post.

This result appears to contradict the data sets shown in Fig. 15; however, there is a hypothesis consistent with both data sets. Simulations indicate that plasma forms all over the convolute cathode surface; the plasma preferentially flows azimuthally along magnetic field lines and accumulates in the cathode hole, aligned azimuthally with the upper convolute post [22]. Rather than a dense plasma moving towards the anode at a high velocity, low-density...
plasma streams in azimuthally, creating a virtual motion of the plasma electron density towards the anode much faster than the average radial velocity of any particle in the plasma (see Fig. 2). The plasma cathode is still moving towards the anode at a rapid rate, but the individual particles are not, thus the motion is referred to as the apparent closure velocity. In this scenario, particle motion is normal to both radial and axial lines of sight, so a Doppler shift would not be observed with the axial or the radial probe.

Note that all spectroscopic measurements to date were made on the downstream side of the convolute. Previous simulations indicated that plasma collected in this area [22], so it was a logical place to make the initial measurements. It could be very informative to compare the plasma density histories at a few different locations in the convolute. Additional fields of view could help confirm or refute the hypothesis that plasma forming on the cathode streams along field lines and collects on the downstream side of the convolute. Such measurements will be the focus of future work.

The convolute impedance was estimated using a modified version of the Child-Langmuir law for space-charge limited emission,

\[ Z_{\text{calc}} = \frac{9}{4} \sqrt{\frac{m}{2eV}} \frac{d^2}{A} \varepsilon_0, \quad (7a) \]

\[ d = d_0 - v_{\text{eff}} \tau, \quad (7b) \]

where \( A \) is the area of the emission, \( \varepsilon_0 \) is the permittivity of free space, \( e \) is the electron charge, \( m \) is the electron mass, \( V \) is the applied voltage, \( d_0 = 11.4 \text{ mm} \) is the initial anode-cathode distance, \( v_{\text{eff}} \approx 40 \text{ cm/\mu s} \) is the effective closure velocity, and \( \tau \) is the time since plasma closure started. According to Eq. (7), the shunt impedance drops rapidly with increasing time. Note that even as the gap shrinks, the large magnetic field (tens of Tesla) is sufficient to insulate electrons in this region of the convolute. However, due to the complicated magnetic-field topology in this region, electrons emitted from the post-hole region can be lost to the plasma. Spitzer conductivity should be valid for these plasma conditions, so the most probable explanation for the discrepancy is that a static plasma bridge between the anode and cathode was never formed on the time scale of interest. A possible explanation as to why a stable, static plasma short cannot form is that the current flowing through such a short would be sufficiently high that the \( jxB \) force on the plasma would accelerate/disrupt the connection. Any shorts that formed could rapidly clear and subsequently reform, so when averaged across all of the post holes, the effective convolute impedance would remain much higher than the value calculated above. If such a mechanism were present, it would also act to inject low-density plasma from the convolute into the inner-MITL, which might further compromise current delivery downstream of the inner-MITL B-dot monitors. Direct measurements of the environment in the inner-MITL would greatly help in understanding how plasma may be dynamically redistributed throughout these systems.

\[ R = \frac{1}{N} \frac{L}{\sigma A}, \quad (8) \]

where \( N \) is the number of plasma shorts in parallel (assumed to be 12, one for each upper post hole), \( A \) is the cross-sectional area of the plasma (assumed to be 1 cm\(^2\)), \( L \) is the length of the plasma (assumed to be 11.4 mm), and \( \sigma \) is the plasma conductivity. Assuming Spitzer conductivity

\[ \sigma = \frac{(4\pi\varepsilon_0)^2 (k_B T)^{3/2}}{\pi Z e^2 m^{1/2} \ln(\Lambda)}, \quad (9) \]

where \( k_B \) is Boltzmann’s constant, \( T = 2 \text{ eV} \) is the plasma temperature, \( Z = 1 \) is the effective ion charge state, and \( \ln(\Lambda) \) is the Coulomb logarithm (approximately equal to 4 for these plasma parameters), the expected shunt impedance was 0.01 ohms.

There is a clear discrepancy between the calculated value (0.01 ohms) and the late-time impedance observed in experiments (typically 0.2–0.4 ohms). It is unlikely that the combined area of the 12 plasma bridges was 20–40 times smaller than estimated in this calculation, or that the plasma length was 20–40 times larger. Spitzer conductivity should be valid for these plasma conditions, so the most probable explanation for the discrepancy is that a static plasma bridge between the anode and cathode was never formed on the time scale of interest. A possible explanation as to why a stable, static plasma short cannot form is that the current flowing through such a short would be sufficiently high that the \( jxB \) force on the plasma would accelerate/disrupt the connection. Any shorts that formed could rapidly clear and subsequently reform, so when averaged across all of the post holes, the effective convolute impedance would remain much higher than the value calculated above. If such a mechanism were present, it would also act to inject low-density plasma from the convolute into the inner-MITL, which might further compromise current delivery downstream of the inner-MITL B-dot monitors. Direct measurements of the environment in the inner-MITL would greatly help in understanding how plasma may be dynamically redistributed throughout these systems.

\[ \text{IV. CONCLUSIONS} \]

A measurable difference is observed between current at the vacuum insulator stack and current at the inner-MITL on most \( Z \) machine experiments. Losses between the positions of these current measurements are primarily attributed to the double post-hole convolute due to the negligible losses observed between the stack and outer-MITL B-dot locations. Previous simulations have shown that spaced-charge-limited emission at the magnetic nulls in the convolute cannot account for the observed losses and
indicate that plasma formation in the convolute contributes substantially to the observed current loss [22,25–28].

The effective impedance of the convolute collapsed from greater than 10 ohms to less than 1 ohm over a roughly 10 ns period, and the impedance approached a relatively constant value of approximately 0.2–0.4 ohms. This behavior was observed across a wide variety of experiment types including those that are considered well matched to the driver, such as the z-pinch dynamic hohlraum. The variation in timing of the impedance collapse between different types of experiments is still under investigation.

Given the similar impedance behavior across many load types, coupled with a similar timing and magnitude of observed plasma density as a function of time, it appears that the wide range of observed shunt currents were primarily driven by the wide range of voltages applied to the convolute, which strongly depended on the load inductance history. Loads with high initial inductance and loads with high implosion velocities applied a larger voltage to the convolute, which caused a higher shunt current.

Spectroscopic measurements in the convolute show a dense plasma (greater than $1 \times 10^{16} \text{ cm}^{-3}$) formed on the downstream side of the upper post hole for all types of experiments. The time of plasma formation appears correlated with the time of convolute impedance collapse. Simulations indicate that plasma formation in this region can contribute significantly to current loss.

The convolute plasma had an apparent cathode-to-anode velocity of approximately 35–50 cm/μs, which was much faster than expected for a roughly 2 eV plasma. An estimate of the radially outward plasma velocity using Doppler spectroscopy suggested that this was not the velocity of charged particles in the plasma, but an effective bulk motion of the plasma. This is consistent with the hypothesis that low-beta plasma slowly streams in along magnetic field lines and collects downstream of the post, producing an apparent motion of the plasma across the gap between the cathode and the anode. Even with the rapid closure velocity, the impedance of the convolute did not drop below 0.1 ohms, indicating that a static plasma short across the post-hole gap did not form during the experiment.

Despite the progress made in diagnosing convolute plasma behavior, there are many outstanding questions. The formation time of a plasma electrode with sufficient density to support space-charge-limited emission ($10^{14} \text{ cm}^{-3}$), the correlation between high-density observations late in time and low-density behavior early in time, and the direction and velocity of plasma motion are still uncertain. Additionally, it is not clear by what process the neutral contaminant species are accelerated into the anode-cathode gap, and the source/location of the continuum backlighter is in question. Additional investigations to answer these questions are planned and will be discussed in a future publication.

In light of the findings detailed above, the inner-MITL and load regions are being redesigned for a number of experiments to reduce the initial inductance. For example, the initial inductance for some upcoming magnetized liner inertial fusion experiments [7] was reduced from 6.5 to 4.6 nH, which should drop the peak convolute voltage from over 2.5 MV to less than 2 MV. This change is predicted to increase the current from 17–18 MA to 19–20 MA [43].

Additionally, a larger-diameter convolute was designed in order to improve current delivery to the load on Z [64]. The new convolute was tested on several experiments, and preliminary results indicate that current delivery was improved. The new convolute design moved the posts radially outward, which decreased current density and reduced plasma formation in the post-hole region. Moving the posts to a larger radius also provided enough space to enlarge the holes in the cathode, which created larger A-K gaps for the plasma to cross. This comes at the cost of increased inductance inside the convolute, which increases the voltage applied to the convolute. Details of the new convolute will be the topic of a future publication.
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APPENDIX A: SHORT-CIRCUIT EXPERIMENTS

Short-circuit experiments with low initial inductance were conducted on the Z Machine to understand the electrical performance of different components in the system under a variety of electrical pulse shapes. The low-inductance, nonimploding loads applied very little electrical stress to the convolute, so minimal losses were expected. As a result, the losslessly propagated stack current and the inner-MITL current should have been equal; however, in all of these experiments the inner-MITL current exceeded the losslessly propagated stack current, which is nonphysical. In order to get the signals to match, a scaling factor ranging from 0.923 to 0.994 and a time shift ranging from −0.2 to 3.2 ns was required. On average, the scaling factor was 0.956 ± 0.019 and the temporal shift was 1.3 ± 1.5 ns. Details of the required scaling factors and time shifts are given in Table II.

APPENDIX B: DETAILS ON THE STREAKED-VISIBLE-SPECTROSCOPY DIAGNOSTIC

Each streaked-visible-spectroscopy system consisted of a 1 meter McPherson scanning monochromator (model 2061) and an NSTec L-CA-24 streak camera. The monochromator had a magnification of 1, so the size of the fiber optic set the minimum spot size on the streak camera photocathode. The spectra were recorded on Tmax 400 film using a microchannel plate with approximately 50 μm effective pixel size. The signal was digitized using a microdensitometer with 22 μm resolution. The resolution of the system was limited by the size of the fiber optic.

The spectrometers were fielded either with a survey grating \(\lambda_{\text{range}} = 2600 \, \text{Å}, \lambda_{\text{resolution}} = 10 \, \text{Å}\) or with a high-resolution grating \(\lambda_{\text{range}} = 650 \, \text{Å}, \lambda_{\text{resolution}} = 2.7 \, \text{Å}\). The spectral scale was determined for each data set collected with the survey grating by exposing a set of laser lines of known wavelength on the image. The accuracy of the spectral scale was approximately 1.5 Å for the survey grating based on the wavelength per pixel of the digitized spectrum. In high-resolution measurements, only one absolute wavelength fiducial was within the spectral range, so the spectral scale was determined using a separate calibration measurement with a Xe flash lamp. The scale determined using the Xe flash lamp was applied to the experimental measurement using the same laser line on both spectra as an absolute reference. For the high-resolution measurements, the wavelength-scale accuracy was approximately 1 Å, based primarily on the accuracy with which the diffraction grating was positioned between the calibration and the measurement (a manually positioned knob with 2 Å/tick could be set to ±0.5 ticks). The spectral resolution of the system for a particular setup was determined using the spectral FWHM of the laser lines on the digitized spectrum.

The streak cameras covered a roughly 220 ns window with approximately 2 ns temporal resolution or a roughly 440 ns window with 4 ns resolution. The temporal resolution of each system was determined by injecting a 0.1 ns FWHM light pulse into the collection fiber and measuring the temporal FWHM of the recorded signal. Typically, the experimental signals were integrated over 5–10 ns windows to increase the signal-to-noise ratio, so the temporal resolution of the diagnostic did not limit these measurements. The cross timing between the two SVS diagnostics was approximately 1 ns and was dominated by uncertainty in the time of flight of the approximately 60 m long fiber chain. Cross timing between the systems could be improved to sub-ns accuracy with limited effort but has not been a priority due to the relatively long signal-integration times. The cross timing between digitizer traces on Z is typically quoted at 1 ns; however, Appendix A showed that there is a combined systematic-plus-random uncertainty of approximately 2 ns between the different electrical monitors, so the cross timing between the optical and electrical signals was likely within 2 to 3 ns.
FIG. 18. (a) Plots of the hydrogen, carbon, lithium, and sodium spectra generated with PrismSPECT with an ion density of $2 \times 10^{17}$ cm$^{-3}$ and an electron temperature of 1 eV. The experimentally observed singly ionized carbon lines at 6578 and 6583 Å are not observed in the simulated spectra. (b) Plots of the spectra at 2 eV. All experimentally observed features are also observed in the simulated spectra. (c) Plots of the spectra at 3 eV. All of the experimentally observed features are observed in the simulated spectra, but the neutral sodium and hydrogen lines are just below the assigned 5% limit of detectability. (d) Plots of the spectra at 4 eV. All of the spectral features are below the assigned 5% limit of detectability. Note that the H, Li, and Na plots were offset by $-0.1, +0.1,$ and $+0.2$ for clarity.

APPENDIX C: PRISMSPECT SIMULATIONS

A series of PrismSPECT [56] simulations were conducted to determine likely plasma parameters given the experimentally observed spectral features. The simulations were run using a single element (H, Li, C, or Na) in nonlocal thermodynamic equilibrium (non-LTE). The simulations used a planar geometry ranging from 0.1 mm (highly localized electrode plasma) to 10 mm thick (plasma spanning the anode-cathode gap). All experimental measurements included a continuum-emission source with absorption features, so the simulations used a continuum backlight with a Planckian temperature ranging from 1 to 10 eV. The ion density was varied from $1 \times 10^{15}$ to $1 \times 10^{18}$ cm$^{-3}$ to cover the range of inferred densities from the experiments, and the plasma temperature ranged from 0.1 to 10 eV to more than cover the span of MITL plasma temperatures reported in the literature.

The simulated H spectra were scanned to identify the plasma conditions where the line at 6563 Å was present but the line at 4861 Å was absent. Due to noise in the experimental spectra, lines could only be readily identified if the amplitude of absorption exceeded approximately 5% of the local continuum. Thus, 5% was used as a threshold to determine when lines would be observed in the simulated spectra. Based on this analysis, the plasma thickness appeared to be greater than or equal to 5 mm, and the temperature of the backlight was not critical as long as it was greater than 4 eV. The simulations with Li, C, and Na were run with a 5 mm thickness and a 7 eV backlight.

The range of densities consistent with the Stark broadening measurements over the majority of the experiments was up to $4 \times 10^{17}$ cm$^{-3}$. Given this density range, the typical H spectrum was well reproduced by plasma temperatures between 0.7 and 3 eV, the observed Li I line required temperatures from 0.1 to 3.5 eV, the C II lines required 2 to 3.5 eV, and the Na I feature required 0.1 to 2.5 eV. The full temperature range that could produce one or more of the observed lines is 0.1–3.5 eV, and the range consistent with all of the spectral features is 2–2.5 eV. These simulations, coupled with the observed spectral features, indicate that temperatures in different regions of the plasma likely spanned from less than 1 eV to several eV. Plots of the calculated spectra at a few temperatures are shown in Fig. 18.
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